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Abstract

This thesis investigates the application of Natural Language Processing (NLP) tech-
niques for document classification on the European Qualifications Framework (EQF)
levels. The primary objective is to explore the feasibility of training a system using
English-translated multilingual datasets from various countries to predict the Dutch
EQF level (NLQF). To achieve this, two main classification methods are employed:
a keyword-matching approach utilizing TF-IDF with n-grams and a machine learning
method using TF-IDF with n-grams with Logistic Regression. The keyword matching
approach utilizes a predefined list of phrases which are in di↵erent lengths, based on
top-n salient phrases for each document class. These lists are used for the classification,
while the Machine Learning method does not rely on such a list. The research aims
to fill the existing gap in the literature regarding document classification on EQF lev-
els and provide initial insights into the possibility of predicting NLQF levels based on
EQF-labelled documents from diverse sources. The findings of this study have signifi-
cant implications for educational institutions, policy-makers, and stakeholders involved
in cross-border recognition of qualifications.
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Chapter 1

Introduction

This study is conducted in the context of an internship with EDIA. This organization
provides content labelling and moderation by combining Artificial Intelligence and hu-
man moderators to help companies manage their online content. With this study, EDIA
aims to support institutions that provide courses/qualifications to automatically grade
their documents according to the European Qualifications Framework (EQF). There-
fore, EDIA aims to investigate if it is possible to detect skill-level from the qualification-
describing documents (in EQF ).
In a brief explanation of the European Qualifications Framework (EQF), it serves as
a common reference framework to facilitate the comparison and recognition of qual-
ifications across European countries (Directorate-General for Employment and Social
A↵airs and Inclusion (European Commission), 2023). It provides a standardized frame-
work for understanding the knowledge, skills, and competencies associated with di↵er-
ent educational levels.
This research centers on categorizing documents according to EQF levels, explicitly fo-
cusing on forecasting descriptions within Dutch EQF qualification documents (NLQF).
The classifications are based on the English version of the collected data sets.
The primary challenge of this research stems from the shortage of existing prior studies
in document classification concerning EQF levels. By addressing this void, I intend
to contribute to advancing Natural Language Processing (NLP) techniques within the
educational sector, ultimately facilitating the cross-border recognition of qualifications.

Initially, the study encountered the limitation of a small dataset size. For this rea-
son, additional EQF-labelled datasets from other countries are incorporated, enriching
the available data. Although EQF descriptions may exhibit variations among Euro-
pean countries, the fundamental premise remains consistent. While the interpretation
of each EQF level might di↵er across nations, the core educational domain remains
unchanged in all EQF-utilizing countries, such as the case of ”Primary Education”
corresponding to level 1. Consequently, the dataset was expanded by integrating other
EQF datasets to accommodate this variability. Given this context, the fundamental
research inquiry formulated as:
”Is it possible to detect skill-level (using EQF) from the qualification-describing docu-
ments?”
Because the data consists of a collection of other EQF-using counties’ data sets, an-
other sub-question arose, ”Is it possible to use various countries’ EQF level labelled
qualification descriptions to classify Dutch EQF data set (NLQF)? To answer these
questions, this research explores two main classification methods. The first approach
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2 CHAPTER 1. INTRODUCTION

utilizes a keyword-matching approach enhanced by the Term Frequency-Inverse Doc-
ument Frequency (TF-IDF) with n-grams. The second approach adopts a machine
learning approach, employing TF-IDF with n-grams and Logistic Regression for doc-
ument classification. Unlike the Keyword-Matching Approach, this method does not
rely on a rule-based classification, but aims to leverage the patterns and relationships
present in the data to make predictions by using a model and TF-IDF with n-grams.
In simpler terms, two experiments are carried out: one employs a rule-based approach,
while the other utilizes machine learning techniques.

The experimental setup involves developing/training the classification models on di-
verse EQF-labelled documents from multiple countries, utilizing English versions of the
datasets. Among the datasets, there are resources in Latvian, Maltese, and Dutch lan-
guages, all of which possess corresponding English versions. Additionally, the Swedish
dataset has been subjected to machine translation by EDIA. The anticipated outcomes
of this research are twofold. Firstly, the results will shed light on the e↵ectiveness
of the Keyword-Matching Approach and the Machine Learning Method for document
classification on EQF levels. Secondly, the research aims to o↵er preliminary insights
into the feasibility of forecasting NLQF levels by utilizing a training set comprising
EQF levelled documents sourced from various countries.
When contrasting the Keyword-Matching Approach with the Machine Learning Ap-
proach, I anticipate that the Machine Learning Approach will exhibit superior perfor-
mance. This expectation arises from the fact that a machine learning model has the
capacity to acquire a deeper understanding of the dataset’s structure and patterns,
leading to enhanced predictive capabilities.

The paper first provides background information about the task and the study. In
Chapter 1, Introduction, the motivation for this study and brief information about
the task and the data sets are also described, including the models and tools used for
this study. The second chapter consists of previously conducted research on document
classification and studies done by using TF-IDF, which gives an insight into what kind
of approaches are conducted by using document classification and TF-IDF. The third
chapter explains and demonstrates the task and data distribution in detail. Chapter
4 includes a detailed explanation of the methodologies used to answer the research
question. In Chapter 5, the findings from these methodologies are presented, including
the results of the experiments on the development dataset and Error Analysis. In
the following chapter, Chapter 6, Error Analysis of the experiments are presented.
Chapter 7, discussion and future work suggestions are stated. In this chapter, I delve
into the discoveries and, based on these deliberations, investigate potential paths for
improving, experimenting with, and advancing this specific research. Chapter 7, the
Conclusion section, is a comprehensive recapitulation of the entire research project,
presenting the insights accumulated throughout the study. Moreover, I discuss the
results considering the research question explained earlier and discuss the outcomes by
taking the previously explained expected behaviour of the models and approaches.
The code for this study is in this provided link: https://github.com/cltl-students/
Ajda_EFENDI

https://github.com/cltl-students/Ajda_EFENDI
https://github.com/cltl-students/Ajda_EFENDI
Ajda Efendi



Chapter 2

Related Work

This study advances the field of document classification1 within the context of the
European Qualifications Framework (EQF) through the application of TF-IDF. EQF
is a hierarchical structure consisting of 8 levels, designed to classify various qualifi-
cations based on learning outcomes. Its primary function is to facilitate translation
and comparison among diverse national qualifications frameworks. This framework
enhances the clarity, comparability, and portability of individuals’ qualifications, en-
abling the assessment of credentials from di↵erent countries and institutions (Union).
The EQF levels serve as a standardized framework for categorizing qualifications based
on their complexity and knowledge requirements. By accurately classifying documents
according to their EQF levels, we can facilitate the recognition and comparison of qual-
ifications across European countries.
As mentioned by Directorate-General for Employment and Social A↵airs and Inclusion
(European Commission) (2023), the European Qualifications Framework for lifelong
learning (EQF) addresses the challenges posed by the diversity of European educa-
tion and training systems. Di↵erences in qualifications among countries can hinder
trust in the quality and content of qualifications, impacting professional development,
employment opportunities, and access to further learning. The EQF, established in
2008, serves as a common reference framework, translating qualifications into learning
outcomes and enabling easy comparison among di↵erent European systems. It bene-
fits learners, workers, employers, education providers, and more. The EQF promotes
transparency, comparability, and portability of qualifications, supporting cross-border
mobility and lifelong learning. It has also influenced the development of national qual-
ifications frameworks and flexible learning paths in Europe. Furthermore, the EQF
facilitates the comparison of qualifications with other countries, making the E.U. an
attractive destination for talent worldwide.

In the realm of keyword extraction and document classification, significant progress
has been made towards enhancing the precision and specificity of these processes.
Koloski et al. (2021) introduced an innovative approach to supervised keyword ex-
traction, specifically targeting the challenges presented by less-resourced languages like
Croatian, Latvian, Estonian, and the relatively well-resourced Russian. Their work
emphasized the importance of suitable training data in supervised methods and delved

1Document classification refers to the process of categorizing or labelling documents into predefined
classes or categories based on their content, characteristics, or attributes. It is a fundamental task in
natural language processing (NLP) and information retrieval.

3



4 CHAPTER 2. RELATED WORK

into the intricacies of linguistic and semantic nuances.

One of their notable contributions was the proposal of a novel TF-IDF tagset match-
ing technique, which complemented traditional approaches and aimed to improve recall
in keyword extraction systems. Their work underscored the necessity of adapting to
diverse linguistic contexts in media house environments.

In a separate but related study, Medved et al. (2016) expanded upon the research
landscape by addressing multilingual document classification challenges, particularly
in the context of English and French texts. They highlighted the significance of accu-
rate keyword matching between these languages and leveraged top-performing TF-IDF
scoring variants. Additionally, they introduced a statistical dictionary for translations,
which played a crucial role in their systematic approach to document classification.

Medved et al. built upon the foundation laid by Koloski et al., emphasizing the
need for precise keyword alignment between languages. Their methodology included
the translation of English keywords into various French variants and the subsequent
selection of the most suitable French document based on keyword intersection. This
innovative approach demonstrated the importance of bridging language barriers in con-
tent analysis.

Both of these studies have contributed to advancing keyword extraction and doc-
ument classification techniques. They o↵er valuable insights into the complexities of
multilingual text analysis and underscore the refinement of keyword-based content anal-
ysis. In the subsequent sections, we will build upon these foundational works to present
our novel approach in this evolving research domain.

In the field of term weighting for information retrieval and recommender systems,
several approaches have been proposed. Notably, the Rocchio classification algorithm,
initially introduced by J.J. Rocchio in 1971 for relevance feedback in querying full-
text databases, has been adapted and extended for text and document categorization
(Kowsari et al., 2019). This approach contrasts using boolean features, as Rocchio
leverages TF-IDF weights to represent informative words. By constructing a prototype
vector for each class using a training dataset, this algorithm e↵ectively captures class
characteristics. The prototype vector is formed by averaging the vectors of training
documents belonging to the same category. During classification, the algorithm assigns
a test document to the class exhibiting the highest similarity between the test document
and prototype vectors. The predicted label for the test document is determined by
calculating the smallest Euclidean distance between the document and the centroid of
the corresponding class.

Furthermore, this approach provides the possibility to normalize centroids to unit
length, enabling the label of test documents to be obtained through the identification of
the class with the maximum dot product between the centroid and the document vec-
tor. However, it is essential to acknowledge that the Rocchio algorithm has limitations.
These constraints include its capacity to retrieve only a limited number of relevant
documents and its partial consideration of semantic factors. As such, researchers and
practitioners have explored alternative classification methods, including boosting and
bagging. Boosting, introduced by R.E. Schapire in 1990 to enhance the performance
of weak learning algorithms, adapts the distribution of the training set based on previ-
ous classifier performance. On the other hand, bagging disregards previous classifiers,
o↵ering a distinct avenue for classification tasks. The presence of these alternative ap-
proaches contributes to the diversified landscape of document classification techniques,
o↵ering a range of strategies to achieve e↵ective and accurate categorization outcomes.
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Returning to the theme of term weighting, Marcińczuk et al. (2021) introduced
a modification to traditional term-weighting schemes, including TF-IDF, BM25, and
Universal Sentence Encoder (USE). Their approach incorporates the recency of a term,
in addition to term frequency and document frequency, to compute relevance scores.
Their modified TF-IDF and USE methodologies surpassed the performance of standard
approaches across three datasets, underscoring the e�cacy of considering term recency
in information retrieval and recommender systems.

Marwah and Beel (2020) emphasized the importance of term weighting in various
applications, such as information retrieval and recommender systems. The author
discussed term weighting as a method to quantify the extent of terms in documents
and the corpus. The e↵ectiveness of term weighting was demonstrated in multiple
scenarios, including text mining, text classification, document clustering, and medical
science research.

Piskorski and Jacquet (2020) conducted a preliminary study comparing TF-IDF
character n-grams with word embedding-based models for fine-grained document clas-
sification. The authors evaluated the performance of these two approaches and provided
insights into their suitability and e↵ectiveness in the context of fine-grained event clas-
sification.

In the realm of document classification, Taddy (2015) proposed a novel approach
based on the inversion of distributed language representations. The author leveraged
distributed word embeddings, such as word2vec or GloVe, to represent documents as
dense vectors in a high-dimensional space. By inverting this process, the author de-
veloped a document classification algorithm that assigns labels to previously unseen
documents based on their embedded representations.

The inversion of distributed language representations o↵ers a promising avenue for
document classification, as it harnesses the power of semantic information captured
by word embeddings. Taddy’s approach has succeeded in various domains, including
sentiment analysis, topic classification, and document clustering.

In my research, I build upon the insights gained from the previously mentioned
studies and intend to delve deeper into the capabilities of both the Keyword-Matching
approach and the Machine Learning approach, utilizing TF-IDF for document classifi-
cation.

These works contribute to the field of term weighting and provide valuable insights
into enhancing the e↵ectiveness of recommendation systems and information retrieval.
Building upon these studies, my research aims to explore further and analyze various
techniques for document classification on EQF (European Qualification Framework)
levelled documents.
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Chapter 3

Task and Data Description

3.1 Task Description

As mentioned above, the main task of this thesis is document classification on the Eu-
ropean Qualifications Framework (EQF) levels, specifically aiming to predict the Dutch
EQF level (NLQF). Now, concerning the specific task at hand it involves developing
and evaluating two distinct classification methods: a Keyword Matching Approach and
a Machine Learning approach. The Keyword Matching Approach utilizes the term
frequency-inverse document frequency (TF-IDF) with n-grams to match documents in
the test data against lists of salient phrases with di↵erent lengths per EQF level. In
other words, these lists of salient phrases formed by using TF-IDF with n-grams act
as a model, and they classify the documents in the test data according to the matched
phrases to a particular level, which is further explained in the ”Methodology” section
below. On the other hand, the Machine Learning Approach employs TF-IDF with
n-grams and Logistic Regression to learn patterns and relationships in the data for
classification. Simply, my approach involves training both a Machine Learning and a
rule-based system using a dataset where documents are labelled with specific categories.
These algorithms analyze the documents using TF-IDF (Term Frequency-Inverse Doc-
ument Frequency) to learn underlying patterns, characteristics, and connections within
the text. With this knowledge, they can predict the category or class of new, unseen
documents.

3.2 Data Description

The dataset used in this thesis consists of English versions of Latvian, Maltese and
Dutch documents. Also, there is one additional Machine-Translated Swedish dataset,
which is translated into English. Hence, the complete dataset comprises documents
in Latvian, Maltese, Swedish, and Dutch, with their corresponding English versions
employed in this research.
In the subsequent sections, these datasets will be referred to as Latvian, Maltese,
Swedish, and Dutch datasets to specify the datasets under discussion. It is essential to
note that although these datasets are labelled with the names of respective countries,
the contents of the documents are in English rather than in the individual languages
of Latvian, Maltese, Swedish, and Dutch.
It should be highlighted that each of these datasets is separate from the others as they
are web-scraped individually by EDIA from the European Union. The sole dataset

7



8 CHAPTER 3. TASK AND DATA DESCRIPTION

for which I have a readily available link is the NLQF dataset, accessible through the
following URL: https://database.nlqf.nl/search?open=all
These documents are labelled with their respective EQF levels, encompassing vari-
ous qualifications, including academic degrees, vocational certifications, and profes-
sional designations. The documents cover various fields and disciplines, representing
the breadth of qualifications within the EQF framework.
Although English versions of the datasets are used in this study, the wording and de-
scriptions of the qualifications can di↵er per country. This allows us to investigate
whether a system trained on EQF levelled documents from various countries can e↵ec-
tively predict the NLQF documents.
By leveraging this dataset and conducting experiments on document classification us-
ing the keyword matching approach and machine learning approach, I aim to derive
insights into the performance, strengths, and limitations of these methods in the context
of EQF-level classification. The results obtained from these experiments will pave the
way for further research in the field of educational NLP and qualification recognition.

Organization of the dataset

The datasets include title, description of qualification and the corresponding EQF level
of that particular title and description. The datasets are documents describing qual-
ifications. In other words, a document contains the contents necessary to achieve a
particular qualification, and each qualification is tied to an EQF level. To illustrate, a
title called “Construction engineer” has a corresponding column called “description”,
which includes descriptive explanations a construction engineer has or should have,
such as “methods for supplier assessments, cost breakdowns and product calculation”.

Figure 3.1: A sample distribution of the training data

The distribution of instances

The total dataset set has 14725 documents. The main issue of the datasets is the
imbalance in the level sizes. To illustrate, Dutch data has few instances in levels 1,
5, 6, and 7 and no instances in level 8, whereas levels 2, 3, and 4 have quite a lot of
instances compared to the other levels. Similarly, in the Swedish dataset, the levels
are imbalanced. While there are 3055 instances in level 5, there are just a few or no
instances in other levels. Overall, in levels 1,2 and 8, all of the datasets have relatively
fewer instances comparing to the other levels per dataset. The distribution of the levels
are represented in Table 3.1.

The table 3.1 below displays the raw dataset instances categorized by their respec-
tive levels without undergoing any preprocessing. In the subsequent section, these
datasets will be merged based on the training systems outlined for this study.

https://database.nlqf.nl/search?open=all
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Levels Swedish
Dataset

Latvian
Dataset

Maltese
Dataset

Dutch
Dataset

Total
Dataset

1 0 4 183 34 221
2 0 29 353 248 630
3 4 239 548 323 1114
4 28 533 991 377 1929
5 3055 77 1916 17 5065
6 74 578 1880 61 2593
7 0 685 2316 3 3004
8 0 137 32 0 169

Table 3.1: Distribution of instances per level

3.2.1 Merging datasets

As mentioned above, although the datasets are separated from each other, they are all
EQF-level labelled, and they consist of qualification descriptions. In order to observe
the performances of the datasets on di↵erent test datasets, two di↵erent combinations
of training datasets are implemented. The rationale behind this lies in my anticipation
that the specific language and terminology used within each dataset may potentially
impact the accuracy of predictive outcomes. In one of the training sets, there are
no instances from the Dutch dataset as in the evaluation. The Dutch data is used
as the test data to observe the performance of the Dutch dataset on a non-dutch
training system. The other training dataset includes the Dutch dataset as well in both
training and test data. Therefore, two di↵erent merging processes occurred, which
are experimented on both Machine Learning and Keyword-Matching approaches. To
clarify, Swedish, Latvian and Maltese datasets are merged to create one training
dataset (which will be referred as ”non-dutch dataset” in the following sections) to
test the performance of the Dutch dataset and the other merged dataset (which will be
referred as all-datasets-combined) includes Dutch dataset along with Swedish,

Latvian and Maltese datasets to observe if including instances from all datasets in
both training and test dataset show better or worse performances.
In summary, the ”non-dutch dataset” is used to evaluate the performance of the Dutch
dataset, while the ”all-datasets-combined” training system aims to determine whether
including instances from all datasets in both training and test datasets enhances or
reduces classification performance.
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Figure 3.2: The figure above describes after merging the datasets on which systems
each of them is used.

3.2.2 Splitting the data into training, testing and development datasets

The reason for creating a development dataset is to use a dataset for developing lists,
testing the methodologies promised and improving the results without using the test
data. For this task, the development dataset is crucial for evaluating the outcomes
produced by the systems utilizing di↵erent combinations of n-gram and salient phrases
lists to determine the best-performing systems and to develop them. The list com-
prises words/phrases extracted from TF-IDF with n-grams in the keyword-matching ap-
proach, and these words/phrases are particularly relevant to specific document classes.
Given there are two experiments for each method as mentioned in the above subsec-
tion, in order to test the systems and improve them, two development data sets are
formed. One of which is extracted from the ”non-dutch dataset”, whereas the other
development dataset is extracted from the ”all-datasets-combined dataset”. The rea-
son for that is for the non-dutch training system. The development dataset should not
include instances similar to the Dutch dataset. Put simply, the inclusion of a ”non-
Dutch dataset” as training data serves the purpose of evaluating the Dutch dataset’s
performance on EQF descriptions from other countries. Therefore, the development
dataset should exclude any Dutch (NLQF) instances. This is crucial to determine the
e↵ectiveness of di↵erent systems when trained on non-Dutch data. The reason is that
the development data is utilized to identify the most e↵ective system(s), and including
NLQF instances would undermine this goal, as the system’s performance would be as-
sessed based on a dataset containing NLQF instances.

The second development set is extracted from the already-merged ”all-datasets-
combined” set, and this dataset will be used to develop the ”all-datasets-combined
training system”, which includes the Dutch dataset along with the other datasets.
To sum up, one of the development datasets excludes only the Dutch to develop the non-
dutch training system, and the other development dataset includes all Swedish, Lat-
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vian, Maltese and Dutch datasets to develop the all-datasets-combined system. Also,
it is important to note that both of the development datasets have 50 instances per level.

The distribution of instances per level in both systems

The following tables display the distribution of instances per level. However, before
training, the documents in the training dataset are combined per level. As a result,
each class in the training dataset contains only a single document, where all documents
per class are merged into one compiled document. The purpose of these tables is to
showcase the size of each class.

Level Training Development Evaluation
1 137 50 34
2 332 50 248
3 741 50 323
4 1502 50 377
5 4998 50 17
6 2482 50 61
7 2951 50 3
8 119 50 0

Table 3.2: The table represents of the distribution of instances in the non-dutch

training system.

Level Training Development Evaluation
1 97 50 74
2 376 50 204
3 741 50 323
4 1308 50 571
5 3464 50 1551
6 1786 50 757
7 2075 50 879
8 60 50 59

Table 3.3: The table represents of the distribution of instances in the all-datasets-

combined training system.

3.3 Models and Tools

3.3.1 Logistic Regression

Logistic Regression Although Logistic Regression is a popular statistical model used
for binary classification problems, it models the relationship between a set of input
variables (features) and an outcome variable (target) by estimating the probability of
the outcome belonging to a specific class.
The logistic regression model uses the logistic function, also known as the sigmoid func-
tion, to map the linear combination of input variables to a probability value between
0 and 1 (Kanade, 2022). For this reason, Logistic Regression can learn the relation
between the input and the target while it can also learn that a specific input has no
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relation with another class. To elaborate, the Logistic Regression model aims to esti-
mate the coe�cients that maximize the likelihood of observing the given set of training
data. With Logistic Regression, by examining the learned weights of the features, one
can identify the specific terms or n-grams that have a significant influence on the clas-
sification outcomes. This transparency not only aids in understanding the underlying
mechanisms of the model but also enables domain experts to validate the relevance of
the selected features. Furthermore, the explainability of logistic Regression promotes
trust, accountability, and regulatory compliance in document classification tasks, mak-
ing it a suitable choice for research and practical applications. Furthermore, during
training, the model coe�cients are typically estimated using optimization algorithms
such as maximum likelihood estimation (MLE) or gradient descent (Brownlee, 2019).
Once the coe�cients are obtained, they can be used to make predictions on new data
by calculating the probability of the positive class using the logistic function.

Expected Performance

Considering the above-mentioned factors, I expect the Logistic Regression model to
show better results than the keyword-matching approach. The reason for this is that a
model can learn more about the mapping, whereas a keyword-matching approach relies
more on the rules given to classify a given data.

3.4 TF-IDF (Term Frequency-Inverse Document Frequency)

TF-IDF is a numerical statistic used to measure the importance of a term within a
document or a collection of documents. As shown below, it combines the notions of
term frequency (TF) and inverse document frequency (IDF) to assess the relevance
of terms. TF (Term Frequency) measures the frequency of a term t in a document d
(Hamdaoui, 2019).

TF (t, d) =
number of occurrences of term t in document d

total number of terms in document d

IDF (Inverse Document Frequency) measures the rarity of a term t across a collection
of documents. It is calculated as:

IDF (t) = log

✓
total number of documents in the collection

number of documents containing term t

◆

The TF-IDF score for a term t in a document d is obtained by multiplying the TF and
IDF values:

TF -IDF (t, d) = TF (t, d)⇥ IDF (t)

The intuition behind TF-IDF is that a term is considered important if it appears fre-
quently within a document (high TF) and is rare across the entire document collection
(high IDF). Terms with higher TF-IDF scores are thus assumed to be more relevant or
representative of the content of the document (Simha, 2021).
TF-IDF is widely used in various natural language processing tasks such as document
classification, information retrieval, and text mining. It allows for the identification
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of key terms and helps to prioritize terms that contribute significantly to the meaning
of a document or distinguish it from others in the collection (MarketBrew, n.d). In
this study, this feature of TF-IDF is essential. The extracted phrases are salient to
each level relative to the whole corpus. To elaborate, the TF-IDF scores are calculated
for each word/phrase in each document. These scores represent the importance of a
word/phrase in a specific document relative to the entire dataset. When classifying a
new document, it calculates a weighted score for each class by considering the TF-IDF
scores and matching words/phrases in the document with the top words associated with
each class. The class with the highest weighted score is assigned as the predicted class.
Thus, by combining the TF-IDF scores across all documents within a particular class,
the system obtains the combined scores for each word/phrase in that class. Therefore,
in the classification process, TF-IDF enables the system to distinguish between the
classes by using those combined scores.

3.5 N-grams

N-grams, in the context of natural language processing and text analysis, are contigu-
ous sequences of n items, typically words, extracted from a given text corpus. They
serve as a fundamental unit for capturing contextual information and understanding
the relationships between words within a language.
Unigrams represent individual words and o↵er basic frequency distribution informa-
tion. For instance, in the sentence “I love to eat apples,” the unigrams would be ”I,”
”love,” ”to,” ”eat,” and ”apples.” (Zakirizvi, 2023).
Bigrams consist of pairs of consecutive words and enable the capture of contextual
relationships between adjacent words. In the previous example, the bigrams would be
”I love,” ”love to,” ”to eat,” and ”eat apples.”
Trigrams, on the other hand, encompass sequences of three consecutive words, provid-
ing a richer context by considering longer phrases or expressions. In the same example,
the trigrams would be ”I love to,” ”love to eat,” and ”to eat apples.”
N-grams are employed in various tasks such as language modelling, information re-
trieval, machine translation, and text classification. They are generated by sliding
a window of size n over a given text and extracting the resulting n-gram sequences
(Chandravanshi, 2021). An n-gram can vary in length, with commonly used types in-
cluding unigrams (1-grams), bigrams (2-grams), trigrams (3-grams), and so forth. Each
type provides a di↵erent level of granularity in analyzing text. As cited in Nithyashree
(2021), n-grams are ”neighbouring sequences of items in a document”. The author
states the reason why ”we need many di↵erent types of n-grams” ”is because di↵erent
types of n-grams are suitable for di↵erent types of applications” and to arrive at a
confident conclusion about the most e↵ective n-gram approach for text analysis, it is
necessary to experiment with di↵erent n-gram sizes depending on the specific task at
hand. By trying out various n-gram configurations and evaluating their performance,
we can gain a clearer understanding of which n-gram size yields the best results for
the given text analysis task. Given that, in this study, various n-gram sizes are im-
plemented to observe the best-performing n-gram size. Using TF-IDF with n-grams is
expected to increase the quality of the training because TF-IDF with n-grams detects
the salient n-grams per level, which provides a more specific feature to the classifica-
tion process. In other words, by using the weighted score feature of TF-IDF, which
also sorts out the most salient phrases/words per class with di↵erent sizes of n-grams,
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this method provides information to the system where it can learn more class-specific
words/phrases to classify the documents.



Chapter 4

Methodology

The methodology consists of two classification approaches: TF-IDF Keyword-Matching
Approach and Machine Learning Classification Approach (using Logistic Regression).

Preprocessing the dataset

Prior to commencing the classification procedure, the data underwent a thorough clean-
ing process that encompassed the removal of extraneous words, references, stop-words,
and non-English sentences (notably, the Latvian dataset contained both English and
Latvian sentences). Additionally, the data was tokenized and lemmatized. Subse-
quently, during the subsequent preprocessing phase, all datasets were standardized to
achieve uniformity. This entailed aligning the datasets to a consistent format, encom-
passing columns for titles, descriptions, and levels.
After that, as part of the second stage of preparation, I organized the datasets in a way
that made them consistent. This ensured that by the end, all the datasets shared the
same structure, including having matching titles, descriptions, and level columns.

While the Keyword-Matching Approach and Machine Learning Approach are the
main methods employed in this study, each of them involves two distinct experiments.
Notably, there exist two di↵erent systems within each method, distinguished by their
unique training and testing datasets. As a result, both the Keyword-Matching Ap-
proach and the Machine Learning Approach encompass separate experiments for these
two systems.
To elaborate, the first system employs the Non-Dutch Dataset as described in 3.2, com-
prising only the Swedish, Latvian, and Maltese datasets for training. Subsequently, the
NLQF dataset serves as the test data for this system.
The second training system incorporates all datasets for both training and testing pur-
poses. The dataset, referred to as All-Datasets-Combined in the table, includes data
from Swedish, Latvian, Maltese, and Dutch datasets. As stated earlier, this dataset is
split into separate training and testing datasets. Consequently, both the training and
testing datasets encompass instances from all the datasets.

To enhance the clarity of these systems and their distinctions, the following tables
provide an overview of instance distribution within the training and testing sets for
both approaches.
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4.1 Keyword-Mathcing Approach

There are two kinds of training. One training consists of training the non-dutch dataset,
developing it with the non-dutch development dataset (Development set 1) and running
it on the test set. The other training is done by using the all-datasets combined
dataset. This dataset is split into training and testing sets, and to develop this system,
all-datasets-combined development set (development set 2) is used. Therefore, the
former training is to test how well the NLQF dataset performs on the training of
other countries’ EQF descriptions, and the latter-mentioned training is to observe if
the training shows a di↵erence when the training and testing contains NLQF dataset
along with other countries’ EQF descriptions.
The training starts with applying the preprocessing mentioned above. Then, each
training dataset is run on all di↵erent sizes of n-grams.
As briefly explained before, di↵erent n-gram lengths are used to extract the most salient
words and phrases for each level. Given the dataset is about qualification levels, the
levels generally include phrases like ”Bachelor’s degree”, ”Secondary School”, and/or
”Engineering”. For this reason, extracting keywords as unigrams, bigrams, trigrams
and combinations of unigram-bigrams, bigram-trigrams should enable me to observe
which n-grams show better results for this particular task. Extracted keywords are
added to a list of 20, 55, 70, and 1000 words/phrases, which consists of words/phrases
of the most salient words/phrases per level. Starting from small to higher sizes of lists,
performance di↵ers. Therefore, given the size of the list can be any number and it is
not useful to state each of their results in this study, the sizes that start showing big
di↵erences are selected to be tested to decide which size shows better performances.
In other words, the above-mentioned sizes show significant di↵erences between each
other. However, size 10, 20, 25, and 30 did not show a big di↵erence against each
other, whereas size 20 and 55 showed considerable di↵erences (likewise, the rest of
the sizes mentioned above). Therefore, 20 and 55 are two of the parameters used to
observe which size range shows better performances. This formed list is used for the
classification only in the Keyword-Matching Approach.
The classification process involves utilizing a predefined list of words and phrases as
a reference point. This list serves as a checklist to examine how well each document
aligns with specific classes. The system computes a score based on the prevalence of
these words and phrases. In essence, the words and phrases in the list hold designated
saliency scores within the training system. During classification, the system evaluates
how many words and phrases in each document from the training data align with those
in the list. For each document we want to classify, the script calculates a weighted score
for each class using a keyword-matching approach. It calculates the similarity between
the TF-IDF vector of the test sentence and the average TF-IDF vector of documents in
each class from the training data. It then finds the top words associated with each class
and checks how many of those words are present in the test sentence. The weighted
score is calculated by multiplying the similarity score by the ratio of matching words
to the total top words for each class.
In cases where there’s a tie in matching, the system analyzes the words and phrases with
the highest assigned scores. Subsequently, it assigns the document to the corresponding
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level, considering that higher scores signify heightened relevance to that specific level.
To clarify, if a document corresponds to both class 1 and class 2, the system evaluates
the word and phrase weights associated with each class. By prioritizing the phrases
with higher weights between the classes (indicative of greater relevance), the system
then allocates the document to the appropriate level.
Hence, the system establishes the predicted class by identifying the class with the most
significant similarity score. In summary, the classification mechanism draws upon word
and phrase lists, evaluating their presence and relevance in documents to assign the
most suitable class. To illustrate, if a document matches with class 1 and class 2 at
the same time, the system checks the weights of the words/phrases which match with
class 1 and class 2; then by considering the higher-weighting phrases between classes
(which means it is more salient to that document), it assigns the document to that
level. Thus, the system determines the predicted class by selecting the class with the
highest similarity score.

4.1.1 Non-Dutch training system and All-Datasets-Combined System

The above-mentioned procedure is applied to both of the training datasets. However,
in the non-dutch training system, the training is done on the non-dutch dataset, and
this system is developed by using the non-dutch development dataset. To provide a fair
evaluation, the non-dutch training system is taken as the baseline system, and the sizes
of the lists are set to be the same (20, 55, 70, 100, and 1000) in both non-dutch and all-
datasets-combined systems. However, to observe which size(s) of the n-grams show(s)
better performances, non-dutch development data (development set 1) is used on the
non-dutch training system and all-datasets combined development data (development
set 2) is used on the system where all dataset are used in the training.

4.2 Machine Learning

I also conducted an experiment using Logistic Regression, and if time allows, Support
Vector Machine (SVM) model will also be implemented.

This method is developed to compare the results of the keyword approach to model
classification. The motivation to compare the keyword-matching approach and ma-
chine learning approach is to observe which method performs better in this particular
task. The classification process involves utilizing the descriptions of qualifications as
input and predicting their corresponding EQF levels as output, similar to the Keyword-
Matching approach. This classification procedure employs the same training datasets,
namely the non-dutch training system and the all-datasets-combined system. To facil-
itate this, vectorization is executed using TF-IDF (Term Frequency-Inverse Document
Frequency) with various n-gram configurations, including unigrams, bigrams, unigram-
bigrams, trigrams, and bigrams-trigrams. The objective is to compare the performance
of Machine Learning classification using di↵erent n-gram settings and determine which
n-gram combinations are more e↵ective in the Machine Learning Classification con-
text. It’s important to emphasize that both approaches utilize identical datasets and
employ the same size of n-grams with TF-IDF. This deliberate choice aims to estab-
lish an equitable comparison between the two approaches, enabling the observation of
their respective performances. The key distinction between these methods lies in the
utilization of a model, specifically Logistic Regression, instead of relying solely on the
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list of most significant n-gram phrases (as seen in the Keyword-Matching approach) for
the purpose of classification. Furthermore, it’s worth noting that the system does not
incorporate a predefined list. Instead, the complete output generated by TF-IDF with
various n-gram sizes is utilized. In contrast to the keyword-matching approach, this
method doesn’t involve a matching-words phase. To elaborate, the classification pro-
cess within the Machine Learning approach is facilitated by a model that possesses the
capability to comprehend the sequential patterns of word combinations. Consequently,
all the phrases extracted through TF-IDF, encompassing di↵erent n-gram dimensions,
are inputted into the model during the classification process. The model autonomously
learns the inherent patterns and subsequently classifies the test data accordingly.



Chapter 5

Results

Each of the following sections describes one particular experiment conducted on both
Keyword-Matching and Machine Learning Approaches.

1- The first section (5.1) shows the results of the Keyword-Matching Approach

including both experiments: non-dutch training dataset run on the Dutch (NLQF)
dataset (test dataset) and all-datasets-combined system run on the test set).

2- The second section (5.2) shows the results of the Machine Learning Approach

including both experiments: non-dutch training dataset run on the Dutch (NLQF)
dataset (test dataset) and all-datasets-combined system run on the test set).

The results section first shows the performances of the systems on the development
dataset. Then, according to the results on the development dataset, best performing
systems are identified, and only the best-performing systems’ results are run on test
data and added to the results section.
The assessment in the following sections will be based on weighted average F1-scores,
which are highlighted in bold, emphasizing the most e↵ective F1-scores per n-gram as
presented in the subsequent tables. This assessment involves calculating the F1 score
for each class individually and then deriving a weighted average of these F1 scores,
taking into account the instance counts specific to each class. It assigns greater signif-
icance to classes with a larger number of instances, a technique recommended in data
science practices (Leung, 2022). This weighted approach is particularly valuable when
dealing with datasets characterized by imbalances, like the one used in this study.
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5.1 Results of Keyword-Matching Approach

5.1.1 Results of the Non-Dutch Training System

Results of the Keyword Matching Approach on the development dataset

This section shows the results of the non-dutch training system (see section 3.2). As
mentioned above, first, the results of the system on the development dataset are pre-
sented in the table 5.1 below.

Keyword approach (parameters) list 20 list 55 list 70 list 100 1000

unigram
P:0.504
R:0.525
F1:0.514

P:0.483
R:0.517
F1:0.499

P:0.466
R:0.502
F1:0.484

P:0.519
R:0.537
F1:0.528

P:0.607
R:0.58
F1:0.593

bigram
P:0.124
R:0.127
F1:0.126

P:0.109
R:0.11
F1:0.109

P:0.110
R:0.11
F1:0.110

P:0.126
R:0.127
F1:0.126

P:0.094
R:0.092
F1:0.093

trigram
P:0.148
R:0.145
F1:0.146

P:0.114
R:0.112
F1:0.113

P:0.112
R:0.112
F1:0.112

P:0.137
R:0.137
F1:0.137

P:0.115
R:0.112
F1:0.114

unigram+bigram
P:0.522
R:0.535
F1:0.528

P:0.553
R:0.54
F1:0.546

P:0.548
R:0.52
F1:0.533

P:0.595
R:0.55
F1:0.571

P:0.656
R:0.645
F1:0.650

bigram+trigram
P:0.104
R:0.107
F1:0.105

P:0.111
R:0.112
F1:0.111

P:0.138
R:0.14
F1:0.139

P:0.0.80
R:0.082
F1:0.081

P:0.115
R:0.115
F1:0.115

Table 5.1: The above table shows the evaluation metrics of the Keyword-Matching
approach with non-dutch training dataset. The dataset is run on the non-dutch

development dataset.

Results of the Keyword Matching Approach on the test (NLQF) dataset

The table 5.2 includes only the results of unigrams+bigrams as the best working sys-
tems according to the results of the development dataset shown in table 5.1 which
shows that in all sizes of lists, unigrams+bigrams systems performed better than the
other sizes of lists.
Table 5.3 represents the results of the non-dutch training system on the test dataset
with the list size of 1000 because considering the results on the development set, the
first two best working systems in the non-dutch training system are in the list size of
1000.
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Keyword approach (parameters) list 20 list 55 list 70 list 100 1000

unigram + bigram
P:0.32
R:0.12
F1:0.14

P:0.31
R:0.15
F1:0.15

P:0.26
R:0.13
F1:0.14

P:0.28
R:0.11
F1:0.12

P:0.20
R:0.04
F1:0.04

Table 5.2: The above table shows the performance of the Keyword-Matching approach
with non-dutch training system. The dataset is run on the test dataset which is

NLQF (dutch) dataset.

list 1000

unigrams
P:0.31
R:0.08
F1:0.10

unigram+bigrams
P:0.20
R:0.04
F1:0.04

Table 5.3: The table shows the results of the best working non-dutch systems (according
to the size of list) on test dataset.

In this system, list size 20 on the development dataset shows that the best working
system is unigram+bigrams with 0.52 f1-score. However, when the same size of the
list and the same size of n-grams are run on the test dataset (non-dutch dataset), it
shows an F1-score: 0.07 f1-score. While the size of the list is 55, unigrams showed
0.499 F1 score (see Table 5.1) on the development dataset. On the test data (Dutch
data), it showed 0.15 F1 score. One of the reasons for that is the development dataset
has no Dutch instances. For this reason, it is expected for the system show a better
performance on the development dataset than the NLQF dataset. The reason for that
is the wordings and terminology are likely to be similar given the development dataset
is extracted from the non-dutch dataset and includes instances from Swedish, Latvian
and Maltese datasets like the training dataset.
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5.1.2 Results of the All-Datasets-Combined System

Results of the Keyword Matching Approach on the development dataset

This section shows the performances of the all-datasets-combined training system (see
section 3.3). The dataset is split into training and testing sets. Therefore, in both
training and testing, there are instances from all datasets.

Keyword approach (parameters) list 20 list 55 list 70 list 100 1000

unigram
P:0.529
R:0.511
F1:0.520

P:0.515
R:0.505
F1:0.510

P:0.556
R:0.53
F1:0.542

P:0.571
R:0.532
F1:0.551

P:0.517
R:0.543
F1:0.530

bigram
P:0.095
R:0.097
F1:0.096

P:0.108
R:0.107
F1:0.108

P:0.095
R:0.095
F1:0.095

P:0.123
R:0.122
F1:0.122

P:0.108
R:0.11
F1:0.109

trigram
P:0.114
R:0.117
F1:0.116

P:0.150
R:0.142
F1:0.141

P:0.117
R:0.122
F1:0.119

P:0.145
R:0.145
F1:0.145

P:0.119
R:0.12
F1:0.119

unigram+bigram
P:0.524
R:0.517
F1:0.521

P:0.589
R:0.545
F1:0.566

P:0.596
R:0.54
F1:0.566

P:0.589
R:0.53
F1:0.558

P:0.585
R:0.555
F1:0.569

bigram+trigram
P:0.135
R:0.131
F1:0.133

P:0.114
R:0.115
F1:0.114

P:0.139
R:0.14
F1:0.139

P:0.0.80
R:0.082
F1:0.081

P:0.114
R:0.117
F1:0.115

Table 5.4: The above table shows the evaluation metrics of the Keyword-Matching
approach with all-datasets-combined training dataset. The dataset is run on the
all-datasets-combined development dataset.

Results of the Keyword Matching Approach on the test dataset

As mentioned above, according to the results of the systems run on the development
dataset, only the best-performing systems are run on the test dataset. Firstly, the best
working n-gram size, unigram+bigram, is run on the test set, which is shown in the
table 5.5. Following that, the best-performing systems, according to the size of the
lists, are identified and run on the test set as well.

Keyword approach (parameters) list 20 list 55 list 70 list 100 1000

unigram + bigram
P:0.58
R:0.56
F1:0.57

P:0.60
R:0.56
F1:0.58

P:0.63
R:0.57
F1:0.59

P:0.62
R:0.57
F1:0.59

P:0.65
R:0.59
F1:0.59

Table 5.5: The table above shows the performance of the Keyword-Matching approach
with all-datasets-combined training system. The dataset is run on the test dataset.
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list 100 list 1000 results on test data

unigram X
P:0.62
R:0.52
F1:0.54

unigram+bigram X
P:0.65
R:0.59
F1:0.59

Table 5.6: The results of the all-datasets-combined system, the best working systems
according to the size of the list on the test dataset. Unigrams show the results on the
test data with the list size 100 and unigram+bigrams at 1000.

The table presented above (Table 5.6) displays the best-working systems based
on the performance outcomes outlined in Section 5.4.
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5.2 Results of the Machine Learning Approach

The methodology is also tested with the Machine Learning Method. The same training,
testing and development datasets used in the keyword-matching approach are used in
the Machine Learning Approach. The reason for that is to provide a fair comparison
between the two methodologies.

Results of Machine-Learning Approach on development datasets

unigram bigram trigram unigram
+bigram

bigram
+trigram

non-dutch system P:0.575
R:0.5
F1:0.535

P:0.647
R:0.55
F1:0.594

P:0.694
R:0.577
F1:0.630

P:0.601
R:0.505
F1:0.548

P:0.670
R:0.57
F1:0.61

all-datasets-combined
system

P:0.754
R:0.7
F1:0.726

P:0.813
R:0.667
F1:0.733

P:0.830
R:0.617
F1:0.708

P:0.787
R:0.725
F1:0.755

P:0.824
R:0.665
F1:0.736

Table 5.7: The table above shows the experiments on the Machine Learning method.
The first row shows the performance of the n-grams on the non-dutch training dataset
based on the non-dutch development dataset. The second row shows the results of all
datasets combined system on the second development set, extracted from the
all-datasets-combined set.

Results of the Machine Learning Approach on the test sets

results on test data

trigram (non-dutch system)
P:0.13
R:0.04
F1:0.01

unigram+bigram (all-datasets-combined system)
P:0.65
R:0.38
F1:0.41

Table 5.8: The best working systems of the Machine Learning Method on their related
test datasets.
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Error Analysis

6.0.1 Error Analysis of the Keyword-Matching Approach

The Non-Dutch System with Unigrams in the List Size of 1000

In the Keyword-Matching Approach, one of the best-working systems was determined
to be with the unigrams in the non-dutch training system. However, the weighted
average for this system exhibits a rather low value of 0.13 on the test dataset. The
system’s analysis reveals that Class 1, 2, 3 and 4 exhibited the poorest performance
when compared to the other classes in terms of the weighted average f1-score (see
table 6.1 below). While it’s understandable for classes 1, 2 and 3 to exhibit lower
performance, given their limited representation in the training data, the performance
of class 4 is unexpected, considering it has quite a larger amount of training data
compared to the other classes. To illustrate, a document including these instances
”advanced road transport planner”, ”work planning department”, and ”professional
freight transporter” is predicted to be class 5 while its actual class is 4. The matching
words of this system include words such as: ”professional, advanced, management...”
which are the wordings likely to be close to higher-level qualification terms. Evidently,
when we examine the weighted scores, we observe that the predicted class 5 received
a score of 0.005449, which is slightly higher than the score for the actual class, which
stands at 0.004202.

Similarly, a class 5 document including instances as: ”monitor development field”,
”advanced equipment technology”, and ”necessary performance work” is classified as
class 4. The model’s predicted class receives a slightly higher weighted score for class
4 (0.0075) compared to the actual class (class 5) (0.0068) in the classification. Hence,
even though the weighted scores for the actual classes are relatively high, the system
tends to mix up these classes due to the vocabulary similarities in their qualification
descriptions.

When the confusion matrix is investigated (see Figure 6.1), it is clear that there is
a mix-up with the classes which are close to each other. To elaborate, Classes 2, 3 and
4 are mostly misclassified among each other. Meaning that the system has challenges
distinguising between these classes. As mentioned above, the descriptions in classes
that are in close proximity to each other, like class 4 and class 5, are more likely to
exhibit similar wording. Also, The Confusion Matrix illustrates that the majority of
classes face misclassifications, with a notable concentration of errors occurring between
classes 4 and 5. This is particularly evident in the misclassifications where other classes
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are often predicted as class 5. This observation underscores the impact of the dataset’s
class imbalance, which leads the model to exhibit a bias towards the predominant class,
which is class 5. For instance, class 1 has 137 training instances while class 5 has 4998,
and as can be seen in the Confusion Matrix, Class 1 is mostly mispredicted as class 5
rather than class 1. This shows that class 1 is not well learned by the system, and in
that case, class 1 is prone to be classified as class 5, which forms the majority of the
training dataset.

Classification Metrics

Class Precision Recall F1-Score Support
1 0.00 0.00 0.00 34
2 0.50 0.00 0.01 248
3 0.33 0.17 0.22 323
4 0.24 0.05 0.08 377
5 0.01 0.65 0.03 17
6 0.14 0.07 0.09 61
7 0.07 0.33 0.12 3
8 0.00 0.00 0.00 0
Accuracy 0.08 1063
Macro Avg 0.16 0.16 0.16 1063
Weighted Avg 0.31 0.08 0.10 1063

Table 6.1: Classification Report of the Non-Dutch system with unigrams on the test
set (list size 1000)
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Figure 6.1: The confusion matrix of the non-dutch training system with unigrams in
the list size of 1000.

Non-dutch System with Unigram+Bigrams in the List size of 1000)

In this experiment, the system showed a 0.650 f1-score on the development dataset,
while this performance dropped to 0.04 when run on the test dataset. As can be seen,
this score is lower than expected.
When observing the Classification Report below 6.2, in terms of the weighted average
F1-score, classes 2, 3, and 4 exhibit the lowest performances. Similar to the previous
system above, there is a bias towards class 5. It has been noticed that there is a sig-
nificant amount of misclassification between classes 2, 3, and 4, particularly with class
5 (see figure 6.2). While it’s understandable that classes 4 and 5 could be confused
due to their terminological similarities, it’s quite surprising to see such a high level of
misclassification from class 2 to class 5.
To elaborate, in one of the class 2 instances: The document includes instances such
as ”production technology employee”, ”work location”, ”client within company outside
company”, ”he/she generally work production hall”, ”workshop make product part”,
and its actual class is ”2”. However, it is predicted to be class ”5”.
Because the weighted score for class 5 is slightly higher, it is assigned to class 5.
The actual class’ weighted score is 0.003822, and the predicted class’ weighted score
is 0.007710. When the matching words for the actual class are observed to be ”in-
dependently”, ”technical supervision”, ”technology” and ”manufacturing”, it is figured
to be words which are likely to occur more in higher level classes such as class 5. To
illustrate, in another instance where the actual class is 5, the salient words list in-
clude ”management”, ”professional”, ”design project”, ”policy”, ”construction”, and
”specialist”.
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Classification Metrics

Table 6.2: Classification Metrics

Class Precision Recall F1-Score Support
1 0.01 0.01 0.01 34
2 0.33 0.00 0.01 248
3 0.28 0.08 0.12 323
4 0.10 0.01 0.01 377
5 0.02 0.82 0.03 17
6 0.04 0.02 0.02 61
7 0.10 0.33 0.15 3
8 0.00 0.00 0.00 0
Accuracy 0.04 1063
Macro Avg 0.11 0.16 0.04 1063
Weighted Avg 0.20 0.04 0.04 1063

Table 6.3: Classification report of Non-Dutch system with unigram+bigram (list size
1000)

Figure 6.2: The confusion matrix of the non-dutch training system with uni-

gram+bigram in the list size of 1000.
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The All-Datasets-Combined system

The All-Datasets-Combined System with Unigram+Bigrams in the list Size

of 1000

One of the best systems in this study is observed to be the unigram+bigrams system
in the list size of 1000. This system showed considerably high performance on the test
data with the f1-score of 0.59. When analyzing the Classification Report (see Table
6.4), it can be seen that weighted average f1-scores are mostly high except for class
3, and class 8. Although according to the Confusion Matrix (see Figure 6.3) class 8
is mostly predicted correctly, it can be seen that there is a slight bias towards class
8 as even though there weren’t a large number of misclassifications from each class,
considerable misclassifications were still observed. While further error analysis by ex-
amining keywords is needed to investigate the reason for this error, time constraints
have prevented me from conducting this analysis. However, when some of the outputs
of the classes are analyzed, it shows that an instance is correctly classified as class 8
has a weighted score of 0.034189, and another instance of class 4 is mispredicted to
be class 8 with a weighted score of 0.000687 while its weighted score to be predicted
correctly was 0.000295. Considering this, it can be deduced that a contributing factor
to certain cases being mistakenly categorized as class 8 is the low weighted average
scores. This implies that these documents are assigned to a class without distinctive or
significant keywords associated with that class, resulting in their erroneous assignment
to class 8. To illustrate, class 3 is mostly mispredicted as class 4, which is understand-
able given its proximity to the actual class. However, it is also frequently mispredicted
as class 8. In class 3 documents, there are some subtitles as ”contact provider”, ”in-
formation contact”, ”provider”, and ”information”, and they appeared individually as
”information contact”, ”provider”, and ”information” as if each of them are one doc-
ument. The matching words for class 3 are ”information”, ”provider”, and ”contact”,
which are salient words for class 8. Therefore, when those sentences are obtained as
individual documents by the system, it directly assigns them as class 8 because those
words/phrases are salient words of class 8. Evidently, in another instance where the
actual class is 8, similar or the same terms (e.g.” competence information”, and” infor-
mation”) appeared to be repeated often, and these documents are correctly classified
as class 8. Therefore, it seems that there is a dataset-related error which resulted in a
misclassification of classes as class 8.
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Classification Metrics

Class Precision Recall F1-Score Support

1 0.43 0.76 0.55 74
2 0.30 0.48 0.37 204
3 0.43 0.10 0.16 323
4 0.67 0.24 0.36 571
5 0.81 0.74 0.77 1551
6 0.52 0.58 0.55 757
7 0.70 0.74 0.72 879
8 0.11 0.92 0.20 59
Accuracy 0.59 4418
Macro Avg 0.50 0.57 0.46 4418
Weighted Avg 0.65 0.59 0.59 4418

Table 6.4: Classification Report of All-Datasets-Combined system with uni-
gram+bigrams (list size of 1000)

Figure 6.3: Confusion Matrix of unigram+bigram system in All-Datasets-Combined
System (list size 1000)

The All-Datasets-Combined System with Unigrams in the List Size of 100

The performance of this system shows satisfying results by scoring a weighted average
f1-score of 0.54. When analyzing Table 6.5, the f1-scores show high scores. Although
class 5 shows some misclassifications to classes 6 and 7, out of 1551 instances, 994 of
them are correctly predicted. While class 4 is mostly predicted correctly, it also shows
some classes which are misclassified as class 2 and class 8. To provide an illustrative ex-
ample, consider the following instances from a document: ”loading unloading technique
principle”, ”basic accounting”, ”necessary performance basic task professional activity
level use”, ”international law regulation republic Latvia binding upon field logistics”,
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”professional term o�cial language”. In this case, the actual class assigned is class
4, a prediction accurately made by the system. This implies a close correspondence
between the keywords present in the test sentence and those that typify class 4. On the
other hand, an instance from class 4 is misclassified as class 8. The document includes
”foreign programme awarded”, ”focus award contact provider information”, ”contact”,
”programme”, and ”information” as matching words to class 8. Also, the vocabulary
variations in di↵erent datasets have a↵ected the system’s saliency list. Let us focus
our attention on a particular illustrative example extracted from the training system
utilizing unigrams in the list size of 100, specifically from the test data. This instance
is presented in its pre-processed format.
The instance ”b.a . ( hons ) faculty’ staple undergraduate degree. di↵er mainly b.a .
spread equally two area study , whereas b.a . ( hons ) focus single area...” is classified
as Level 1 as the matching words to the actual class are seen to be only area, study,
course. The description itself and the actual class in the test dataset show that the
document is describing level 7 qualification (Higher education); however, in the train-
ing data, ”bachelor” or ”bachelor degree” is explicitly written. Therefore, the system
does not know ”b.a” actually refers to the ”bachelor degree”. In short, for wordings or
abbreviations as such, the system does not assign the document to level 7.

Classification Metrics

Class Precision Recall F1-Score Support
1 0.25 0.69 0.36 74
2 0.24 0.37 0.29 204
3 0.41 0.13 0.20 323
4 0.56 0.25 0.35 571
5 0.87 0.64 0.74 1551
6 0.54 0.42 0.48 757
7 0.51 0.68 0.59 879
8 0.08 0.92 0.15 59
Accuracy 0.52 4418
Macro Avg 0.43 0.51 0.39 4418
Weighted Avg 0.62 0.52 0.54 4418

Table 6.5: Classification Report of All-Datasets-Combined system with unigrams (list
size 100)
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Figure 6.4: The confusion matrix of the ”all-datasets-combined” system with unigram
in the list size of 100.

6.0.2 Machine Learning Approach

The Non-Dutch system with trigrams

Although the non-dutch training system with the trigram system was determined to
be one of the best working systems in the Machine Learning Approach, it showed quite
disappointing results on the test data by showing a 0.01 weighted average f1-score.
Upon examining the classification report, it becomes evident that the scores for all
classes are either 0.00 (e.g., classes 2, 6, and 7) or nearly 0.00 (classes 1, 3, 4, and 5).
Class 8, which lacked test data, also registers a score of 0.00. When we observe the
Confusion Matrix of this system (see Figure 6.5 below), we can see that classes are
mostly mispredicted to be class 1. This means that the model did not learn well about
the descriptive information about the classes, and there is a bias towards class 1. Given
both training dataset is imbalanced, there appears to be a generalization problem.
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Class Precision Recall F1-Score Support

1 0.04 0.94 0.08 34
2 0.00 0.00 0.00 248
3 0.29 0.01 0.02 323
4 0.11 0.00 0.01 377
5 0.02 0.06 0.03 17
6 0.00 0.00 0.00 61
7 0.00 0.00 0.00 3
8 0.00 0.00 0.00 0
Accuracy 0.04 1063
Macro Avg 0.06 0.13 0.02 1063
Weighted Avg 0.13 0.04 0.01 1063

Table 6.6: Classification Report of Non-Dutch training system with trigrams in the
Machine Learning method

Classification Metrics

Figure 6.5: Logistic Regression on non-dutch training system run on test dataset (tri-
grams)

All-Datasets-Combined Training System with Unigram+Bigrams

This system shows a 0.41 weighted average f1-score, which is an acceptable score for this
classification. However, the classification report (see Table 6.7) shows that the system
is better at predicting class 5 with a 0.70 f1-score, whereas class 8 shows the poorest
result with a 0.07 f1-score. Significantly, class 7 shows poor performance, considering
the large amount of training instances provided in the dataset. When investigating
the Confusion Matrix (see Figure 6.6) of this system, we can see that class 7 is mostly
mispredicted as class 8. While most of the classes are accurately identified, the lower
overall performance can be attributed to a significant number of misclassifications into
either class 1 or class 8, for instances across all classes. These metrics indicate that the
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model has indeed acquired a degree of understanding of certain patterns. Nevertheless,
in some instances, the model struggles to e↵ectively capture the underlying patterns.

The Classification Report

Class Precision Recall F1-Score Support

1 0.12 0.53 0.20 74
2 0.25 0.30 0.27 204
3 0.21 0.13 0.16 323
4 0.69 0.22 0.33 571
5 0.67 0.73 0.70 1551
6 0.87 0.18 0.30 757
7 0.74 0.11 0.19 879
8 0.04 0.95 0.07 59
Accuracy 0.38 4418
Macro Avg 0.45 0.39 0.28 4418
Weighted Avg 0.65 0.38 0.41 4418

Table 6.7: Classification Report of the All-Datasets-Combined system with uni-
gram+bigram in the Machine Learning method

Figure 6.6: Logistic Regression on all-datasets-combined training system run on test
dataset (unigram+bigrams)
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Discussion

Overall, the Keyword-Matching Approach outperformed the Machine Learning Method.
In fact, the most e↵ective system across all systems was found to be from the Keyword-
Matching Approach, particularly when using the ”all-datasets-combined” training dataset
and employing unigram+bigrams system in the list size of 1000, which resulted in a
weighted average F1 score of 0.59. On the other hand, while the Machine Learning Sys-
tem that employed the ”all-datasets-combined system” yielded a substantially better
F1 score of 0.41, ranking as the third best-performing system among all the options,
the least e↵ective system was identified within the Machine Learning approach as well.
This particular system was trained using trigrams in the non-Dutch training dataset,
resulting in a notably low F1 score of 0.01 (weighted average).
It’s worth noting that the ”non-Dutch training system” consistently demonstrated poor
performance levels in both Machine Learning and Keyword-Matching Systems. In
essence, when the non-Dutch training dataset is run on the Dutch dataset, perfor-
mance significantly declines. However, when the same system is tested on the devel-
opment data, which also lacks Dutch instances, it attains a more respectable F1 score
of 0.5. This disparity indicates that the test data (NLQF) falls short when applied to
a training dataset devoid of NLQF instances. In other words, NLQF does not exhibit
strong performance when compared to other countries’ EQF descriptions. As a result,
it can be deduced from this observation that even though the fundamental concept
of EQF descriptions remains consistent, a system lacking NLQF document data in its
training cannot make accurate predictions regarding NLQF. Given the discrepancy in
the matching words, along with the mismatch in vocabulary and context between the
training data (comprising descriptions from multiple countries) and the test data (con-
taining only Dutch EQF descriptions), could contribute to the lower-than-expected F1
score in the non-dutch training systems. This variation underscores the importance of
dataset compatibility and consistency in classification tasks.
Considering the Error Analysis of the non-dutch training system of the Keyword-
Matching Approach, one of the notable observations is the consistently low weighted
scores seen across the results. These low weighted scores generally signify a limited
resemblance between the words present in the test sentence and the keywords associ-
ated with each class. This indicates that the words within the test sentence do not
align strongly with the prominent words that were established for each class during
the training phase using the provided data. This outcome was anticipated, and it’s
confirmed by the low weighted scores. These scores demonstrate that the terms within
the test examples from the NLQF dataset don’t closely resemble the terms that were
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identified as characteristic of each class in the non-Dutch training data during the
training phase. This divergence in word similarity might be attributed to variations
in language usage or writing style between the training and test datasets. Such dif-
ferences resulted in decreased classification accuracy in the non-dutch training systems.

As for the non-dutch system in the Machine Learning Approach, an interesting find-
ing emerges with a weighted average F1 score of 0.01. This outcome is intriguing, as it
deviates from the expected notion that the machine learning approach would perform
better. Notably, the imbalance in class distribution could have impacted the system’s
outcomes. The prominence of certain classes might have prompted the model to pri-
oritize those more frequent classes, possibly introducing an imbalance-induced bias.
The observed underfitting in this system suggests a need for dataset improvement, es-
pecially given that the machine learning system demonstrates superior results when
trained on the ”all-datasets-combined” system by scoring 0.41 f1-score. Given there is
a bias made towards class 1, as mentioned in the Error Analysis section, it is figured
that the model did not learn well about the descriptive information about the classes,
and there is a bias towards class 1. Moreover, as the training dataset is imbalanced,
there appears to be a generalization problem. As cited in Miller (2023), when a model
is excessively trained on its training data, it loses the ability to generalize. This means
that when presented with new data, the model produced incorrect predictions, render-
ing the model ine↵ective. Furthermore, some mistakes happened because the dataset
had noise in some documents. There were cases where certain phrases, like ”contact
provider” or ”information contact,” were linked to particular sections in the documents,
but these were often classified wrongly as class 8 in many of the systems tested in this
study. Therefore, the pre-processing and data cleaning process seems to not to work
well enough and this a↵ected the systems in the Keyword-Matching-Approach.
As for the all-datasets-combined systems, the Keyword-Matching Approach, unigram+
bigrams system with the list size of 1000, shows the highest score of 0.59. As mentioned
above, there are vocabulary and context di↵erences in datasets, which caused the non-
dutch training system’s low performance. Considering the training and test datasets,
both include instances from all datasets used in this study (Swedish, Latvian, Maltese
and Dutch), the predictions were observed to be better. To elaborate, each dataset has
a di↵erent context of documents, and for the same classes, their terminology may di↵er
from one document to another. However, when this diversity is presented in both train-
ing and test datasets, the test dataset also includes that diversity of terms and phrases,
which will end up having better chances of making correct predictions. Although some
of the classes lacked distinct or prominent keywords typically associated with those
classes, leading to their incorrect assignment to inappropriate categories, the perfor-
mance of this system shows satisfactory results. However, when the unigram system
with the list size of 100 is taken into consideration in the same training system, the
performance slightly dropped. This is because of the abbreviations used in the dataset.
As in the instance given in the Error Analysis section, test instances including ”b.a”
(which refers to Bachelor’s Degree) are classified as ”Level 1” because, in the training
data, b.a is mostly written as ”bachelor degree”. Consequently, the system fails to
recognize that ”b.a” refers to the ”bachelor degree.” and it does not match them. The
term is important for classes 7 and 8 as these levels describe undergraduate education
in the documents, and the utilization of abbreviations in the documents diminished
the e↵ectiveness of the saliency list due to di↵erences resulting from the abbreviation
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usage.
Meanwhile, class 8 accurately predicts 54 instances out of 59 documents, given its key-
words are representative of class 8. To elaborate, some of the keywords (salient words)
for class 8 in the list are scientific, study, academic, professional, management, busi-
ness, practice, independently, theory, phd, advanced, theoretical, thesis, doctoral, ethi-
cal, develop, manage. Considering the salient unigrams listed above, the words show
that level 8 consists of words which are mostly related to creating/developing/improving
and qualification descriptions for level 8 are supposed to describe independent working.
In other words, in level 8 (higher education), learners are supposed to be able to work
independently to create what they have learned, and they are supposed to be criticiz-
ing, evaluating, ogranizing, managing, and developing the already learned context and
as those words are actually in the list show that the saliency list is accurate and the
performance of the classification for class 8 being class 8 is correctly predicted.

In the Machine Learning approach with all-datasets-combined system, unigram+
bigrams showed the third-best performances among all systems in this study. Although
it is expected for a model to show better results than a rule-based approach, Logistic
Regression shows slightly lower performance. To clarify, Keyword-Matching-Approach
with the unigram+bigram system showed a 0.59 f1-score, while the Machine Learning
Approach in the same system showed a 0.41 f1-score. Thus, with a small di↵erence,
the Machine Learning Method became the third-best working system.

Overall, the unigram+bigram n-grams consistently emerged as the best-working
n-grams in all the experiments in this study, as long as the dataset was all-datasets-
combined. Especially in the Keyword-Matching-Approach, the unigram+bigrams showed
0.57-0.59 F1-score in all sizes of lists in the all-datasets-combined system. This en-
hancement in performance suggests that unigram+bigram features are e↵ective in dis-
tinguishing subtle di↵erences in EQF-level descriptions.

7.0.1 Future Work

The current study lays the foundation for several promising avenues of future research
aimed at enhancing the performance and extending the scope of the proposed keyword
matching classification system. One key aspect to explore is training the system on
a more balanced dataset, encompassing both the training and testing datasets. By
addressing the class imbalance within these datasets, the system’s ability to accurately
classify instances across various classes could be improved.
Furthermore, an intriguing direction for future investigation involves the exploration
of cross-lingual classification techniques. Given the multilingual nature of the EQF de-
scriptions in the dataset, experimenting with methods that enable the system to classify
descriptions in languages beyond Dutch could potentially yield valuable insights and
broaden the system’s applicability. During the course of this study, the evaluation
of the systems primarily centred around the NLQF dataset, while the training was
conducted on a non-Dutch dataset. Additionally, the all-datasets-combined system,
characterized by its imbalanced and diverse composition, was exclusively assessed us-
ing the all-datasets-combined test set. An intriguing avenue for further investigation
involves carrying out experiments on the all-datasets-combined system, with a specific
focus on the NLQF dataset. This approach would entail analyzing the system’s per-
formance within the context of the NLQF dataset within the broader framework of
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the all-datasets-combined system. This approach holds the potential to o↵er deeper
insights into the system’s adaptability and performance characteristics in relation to
this particular dataset.
In conclusion, the future work for this study should encompass e↵orts to enhance the
system’s performance through balanced dataset training, cross-lingual classification
exploration, a more comprehensive analysis of the all-datasets-combined system’s be-
haviour when applied solely to the NLQF dataset, and an in-depth investigation into
the preprocessing techniques used in organizing each dataset compiled together. These
directions hold the potential to further refine and expand the capabilities of the pro-
posed keyword-matching classification system, ultimately contributing to more accurate
and versatile classification outcomes.
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Conclusion

In this study, my primary goals were to investigate the feasibility of detecting skill-level
within the European Qualifications Framework (EQF) from qualification-describing
documents and to assess the applicability of using EQF level-labelled qualification
descriptions from various countries to classify the Dutch EQF dataset (NLQF). To
achieve these aims, I embarked on a comprehensive exploration of diverse classification
approaches, with a particular emphasis on skill-level detection. Through rigorous eval-
uations of both rule-based and Machine Learning methods, this research has yielded
valuable insights into the capabilities and limitations of each approach.

The Keyword-Matching Approach, particularly the system utilizing unigram+bigram
combinations, emerged as the standout performer. This finding aligns with the obser-
vation that the salient terms in EQF descriptions play a crucial role in determin-
ing skill-level categorization. Notably, despite the imbalanced nature of the dataset
and the potential variance in phrasing across countries’ qualifications, the Keyword-
Matching Approach exhibited strong performances in all-datasets-combined systems.
Our results underscore the significance of keyword-based analysis in identifying skill-
level attributes.

Additionally, we observed the impact of training data origin on classification ac-
curacy. When training on other countries’ EQF datasets and applying the models to
Dutch EQF data, lower performance was evident. This points to the importance of
domain-specific training data in achieving optimal classification outcomes. Further-
more, the findings illuminate the potential for a unified approach encompassing data
from diverse countries’ EQF descriptions to improve classification accuracy.

In conclusion, this study contributes to the field of skill-level detection by highlight-
ing the success of the Keyword-Matching Approach, particularly with unigram+bigram
combinations. We’ve shown the importance of considering dataset origins and the po-
tential of adapting established algorithms for novel classification tasks. Future research
should delve into refining preprocessing techniques, enhancing dataset balance, and
exploring semantic analysis for further improvements in skill-level detection.

These findings underscore the significance of context-specific approaches in the
realm of document classification. As qualifications continue to diversify and evolve,
this study o↵ers valuable insights for enhancing the accuracy and e�ciency of skill-
level determination, aiding policymakers, educators, and professionals in navigating
the complex landscape of qualifications and competencies.

39



40 CHAPTER 8. CONCLUSION

8.0.1 Answering the Research Question(s)

To revisit the primary research question and its associated sub-questions:
Can skill levels be identified from descriptions of qualifications within the European
Qualifications Framework (EQF)?
This study demonstrates that skill-level detection can be achieved using both rule-based
and machine learning methods. However, the findings indicate that the keyword-
matching approach yielded superior performance compared to the machine learning
approach in this context.
””Is it possible to use various countries’ EQF level (qualification) descriptions to clas-
sify Dutch EQF data set (NLQF)?”
The outcomes of this study reveal that employing diverse EQF level-labelled qualifi-
cation descriptions from various countries to classify the Dutch EQF dataset (NLQF)
may not yield favorable results. In this study, using various countries’ EQF descrip-
tions to classify NLQF levels did not show good performances on classifying NLQF
descriptions. In other words, if the classification is not introduced to any NLQF in-
stances in the training and it has di↵erent EQF descriptions that it is trained on, it did
not make quite correct inferences to classify NLQF dataset. However, it’s important
to acknowledge that with enhanced and balanced classification systems, the potential
for success remains. Notably, this study presents initial insights into the novel task
of document classification based on EQF levels. It is worth mentioning that through
refining the preprocessing procedures and ensuring dataset balance, performance could
be enhanced. Nevertheless, the investigation demonstrated that utilizing a training
dataset devoid of NLQF instances, yet encompassing qualifications from other nations
such as Sweden, Latvia, and Malta, did not yield satisfactory outcomes.
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