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Abstract

The thesis focuses on the multi-label topic classification of written client feedback
collected from the governance domain through surveys. Multi-label topic classifica-
tion involves assigning more than one topic label to a particular text instance from a
predefined set of topics. For this purpose, we compare a traditional machine learn-
ing classifier (Support Vector Machines) with a more recent transformer-based model
(fine-tuned BERT) that currently shows state-of-the-art performance for the majority
of Natural Language Processing tasks. Since the topic labels in the dataset are struc-
tured into main topics and corresponding subtopics, we experiment with one-step and
two-step classification approaches. The former implies the classification of instances for
all topic labels at once, while the latter means first predicting main topic labels and
then subtopic labels. In order to address the imbalanced nature of the dataset, various
data adaptation and data balancing techniques are explored, namely (i) undersampling
aimed to reduce the prevalence of overrepresented subtopic classes to the average dis-
tribution, and (ii) oversampling aimed to generate synthetic data for underrepresented
subtopic classes using a generative large language model, GPT-4. We aim to determine
the best approach for multi-label topic classification on the provided dataset using a
combination of the aforementioned approaches.

The two-step classification approach, which includes first predicting the main top-
ics and then subtopics, demonstrated enhanced e�ciency compared to the one-step ap-
proach with both classifiers. The results of the experiments indicate that the fine-tuned
BERT model trained on the oversampled dataset achieved superior performance with
a macro-averaged F1-score of 0.66. The study highlights the e↵ectiveness of synthetic
data in improving classifier performance for underrepresented classes for imbalanced
datasets. The research contributes to a better understanding of applying Natural Lan-
guage Processing techniques for Topic Classification in the governance sector, providing
insights into the challenges of handling multi-labeled, imbalanced datasets.

Keywords: Text Mining, Natural Language Processing, Machine Learning, Transfer
Learning, Multi-Label Topic Classification, Artificial Intelligence, Transformer, Gover-
nance Domain, Customer Experience, Imbalanced Data, Synthetic Data Generation
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Chapter 1

Introduction

A large number of companies provide products and services to their customers. Follow-
ing a successful purchase, a company wants to gain insights into the customer’s opinion
about its performance, services and overall satisfaction with the experience. Analyzing
Customer Experience (CX) is an essential practice for successful enterprises aiming to
improve their operations, since it revolves around the client’s cognitive, emotional, be-
havioral, sensorial and social experiences throughout the purchase journey (Lemon and
Verhoef, 2016). Implementing CX analysis strategies provides a valuable way to collect
customer feedback concerning the company’s products and services, which can be used
to increase customer satisfaction in the future. In order to gain a deeper understanding
of areas needing improvement, the company may decide to implement a CX strategy,
for instance by sending surveys to their customers. The first part of such surveys of-
ten includes rating scales to measure customer satisfaction regarding the provision of
services. While this score is a valuable starting point for evaluating CX, it does not pro-
vide customers the opportunity to reflect on their personal experiences and sentiment
about the business in detail. In the next parts of the survey, user-generated content is
collected through open-ended questions to gather more fine-grained information about
the purchase journey. These questions allow the customer to provide detailed feedback
about their individual experience and elaborate on points that may not have been pre-
viously addressed. Some time has passed, and the company now considers evaluating
the incoming responses from the surveys. Considering that a large amount of data has
been collected, and the data is partially in an unstructured format, the question arises:
How should the company reach this goal? Manual approaches face limitations due to
their time-consuming and resource-intensive nature, whereas automated methods o↵er
a solution to extract insights even for large-scale projects.

Extracting this valuable information from text data is a unique challenge due to its
unstructured nature, for which Natural Language Processing (NLP) o↵ers a solution.
NLP combines knowledge from the fields of Computer Science, Artificial Intelligence
and Linguistics to create models that can understand and process human language. In
other words, it can be described as a toolkit of computational techniques that can help
users with the automatic analysis and representation of language data (Chowdhary,
2020). In the context of CX, NLP o↵ers a variety of techniques for analyzing large
volumes of textual data to gain insights into customer sentiment, identify recurring
topics, and understand the overall customer journey. The aim of this thesis work is
to leverage the power of NLP to address a task related to CX. More specifically, this
study compares the performance of two state-of-the-art models, namely a conventional
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2 CHAPTER 1. INTRODUCTION

machine learning classifier, Support Vector Machines (Cortes and Vapnik, 1995), and
a transformer-based model, Bidirectional Encoder Representations from Transformers
(Devlin et al., 2018), for the task of multi-label topic classification. The comparative
experiments will be conducted using the dataset provided by the internship company.

1.1 Problem Description

The objective of the thesis is to solve an NLP task, namely multi-label topic classifi-
cation within the realm of CX analysis in the governance domain. The data for this
study originates from surveys distributed to clients via email following their visit at
a major Dutch governmental institution. The research is conducted in collaboration
with MarketResponse1, a Dutch software company specializing in CX analytics in order
to bridge the gap between customer feedback and business performance. As CX data
often takes the form of text data, the implementation of NLP tools is fundamental.

The collected survey responses belong to the governance domain and are highly
homogeneous, since the pieces of feedback reflect customer experiences with the same
institution. The first step in extracting insights from the data is the categorization of
each feedback item. Specific feedback instances might relate for example to Employee
attitude & behavior, Digital possibilities or Physical service provision, or potentially
a combination of these categories. This sorting process allows companies to identify
the frequently recurring themes and pinpoint areas within their service provision that
require improvement. A traditional approach would be the manual categorization of
text sequences using a predefined set of categories. Although it seems to be a straight-
forward solution, this method is both time-consuming and economically ine�cient for
large datasets. In today’s technologically driven environment, companies receive an
enormous volume of survey responses on a daily basis, which renders manual catego-
rization impractical. Fortunately, this process can be automated using computational
techniques, which is known as the task of Topic Classification in NLP. Topic Classi-
fication (TC) is also referred to as Text Classification (Kowsari et al., 2019) or Topic
Detection (Garcia and Berton, 2021) in the literature. This NLP task falls under
the broader category of classification problems, with the objective of assigning one or
more topic labels on the sentence-, paragraph- or document-level (Jurafsky and Martin,
2009). Hence, the objective of this thesis work is to enhance MarketResponse’s tools
for providing automatic classification of customer feedback instances into predefined
categories, that is, topics.

Analyzing the customer feedback data provided for this thesis presents a unique set
of challenges that reflect the characteristics of working with real-world CX data. One
major di�culty is the inherent noise present in such data, since customer feedback of-
ten contains typos, abbreviations, emoticons and colloquial language. Furthermore, CX
data is likely to exhibit significant class imbalance. This means that the distribution of
class labels is uneven, with some categories having higher frequency in a dataset than
others. This imbalance can influence the learning process of classification algorithms,
leading to models that favor the majority classes at the expense of accurately identify-
ing the minority classes (Tanha et al., 2020). Another challenge lies in the scarcity of
high-quality annotated data for this specific domain, which is fundamental for training
reliable models. Moreover, customer feedback has a unique style and structure com-
pared to other genres of text. Feedback instances can vary in length, ranging from

1https://marketresponsegroup.com

https://marketresponsegroup.com
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concise statements with a few words to complex, lengthy sentences. Additionally, the
data provided for this work was translated from Dutch to English, resulting in some
information inevitably lost during the machine translation process. Finally, the data
is asynchronous, meaning there was no real-time interaction between clients and the
company while filling out the survey.

The resulting dataset is imbalanced in the sense that it contains a wide range of
topics (11 main topics and 31 subtopics), and the number of instances per topic varies
from less than 100 to several thousand. This class imbalance necessitates careful con-
sideration when working with TC of user-generated content. A key focus of this study
is therefore developing strategies to address this imbalance, which involves experiment-
ing with di↵erent data augmentation and distribution balancing techniques to create a
more representative training set. While there is existing research on TC, its applicabil-
ity to this specific domain is underexplored, thus related studies can only be considered
with partial eligibility. This research also faces limitations in terms of time and avail-
able resources. Nonetheless, the findings of this thesis are expected to provide valuable
insights for the task of TC within the governance domain and its application to CX
analysis.

1.2 Task Definition: Multi-Label Topic Classification

Various supervised machine learning techniques have been explored for addressing TC.
The commonality they share is that annotated data is used to train algorithms to
be able to predict the labels of unseen data instances, using the observations learned
during training. The classification model is a learner which takes the observed input xi
and a defined set of output labels Y = {y1, y2, . . . , yM} in the training data, and is able
to predict the labels y 2 Y for instances in the test data. In our use case, the model
can predict which of the existing topic labels are applicable for a given text input.
When the model encounters the test instance “I’m very satisfied with the employee’s
professionalism and the speed of work.”, it should be able to return the corresponding
topic labels, which are Knowledge & skills of employee, Professionalism, Handling and
Speed of Processing.

Depending on the number of labels that can be assigned to an input instance, TC
can take various forms. We distinguish between binary, multi-class and multi-label
classification in supervised machine learning. Multi-label topic classification (MLTC)
allows for more than one label to be assigned to a data instance simultaneously. For
example, the content of a news article may be about economy, politics and society
all at once (Herrera et al., 2016). This work focuses on MLTC with the objective
of identifying the main topics and subtopics in customer feedback instances using a
predefined set of topic labels. MLTC has great significance for various applications,
including Email Classification, Document Organization, Sentiment Analysis and Rec-
ommendation Systems (Aggarwal and Zhai, 2012; Wang et al., 2011; De Clercq et al.,
2020).

1.3 Research Questions

Upon inspection of related literature and consultation with the internship company,
the following research questions have been defined:
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Research Question: Which approach yields the best performance for multi-label
topic classification of client feedback in the governance domain?

Sub-question: How does the performance of classifiers di↵er between a one-step (main
topic labels and subtopic labels combined) and a two-step (first main topic labels, then
subtopic labels are classified) classification approach for multi-label topic classification
of client feedback in the governance domain?

Sub-question: What is the impact of data adaptation and data distribution balancing
techniques on the performance of classifiers for multi-label topic classification of client
feedback in the governance domain?

1.4 Approach

This research compares the performance of classification algorithms for the task of
MLTC of client feedback in the governance domain. We will compare these models
under di↵erent experimental setups, utilizing datasets created through data augmen-
tation and data rebalancing techniques. To address the task, a conventional machine
learning approach with Support Vector Machines (Cortes and Vapnik, 1995) will be im-
plemented and a transformer-based pre-trained language model, Bidirectional Encoder
Representations from Transformers (BERT) (Devlin et al., 2018) will be fine-tuned on
the provided training data.

The conventional machine learning approach will be explored with di↵erent pre-
processing steps, with the goal to identify the most e↵ective steps to optimize model
performance. A key challenge lies in the limited and imbalanced nature of the dataset,
characterized by a large number of classes (42 topics) with varying representation,
meaning that some classes have a large volume of data instances while others are
underrepresented, with very few instances. To address this challenge, the experiments
first aim to discover whether the classification models benefit from a one-step or a two-
step classification approach. In the one-step approach, the model assigns all main topic
and subtopic labels to feedback instances in a single step. In the two-step approach,
the model assigns main topic labels first, followed by subtopic labels for instances
belonging to the identified main topics. Hyper-parameter tuning will be conducted
with the training and validation set to find the best model settings for both classifiers
and classification approaches. The choice of the optimal approach will be decided based
on the experiment results on the test set. Furthermore, we will explore the impact of
data manipulation on model performance by creating two additional training datasets:

• Undersampled Dataset: This dataset has reduced number of instances for the
overrepresented subtopic classes to reduce the imbalanced nature of the data.

• Oversampled Dataset: This dataset has increased number of instances for the
underrepresented subtopic classes by combining the original training data with
synthetic data generated by GPT-4.

By evaluating the models with these experimental setups, the aim is to examine
the influence of data adaptation and data balancing techniques on achieving reliable
results in the governance domain with imbalanced datasets. Testing the models with
the newly created datasets can also help us better understand the optimal amount of



1.5. THESIS OUTLINE 5

training data required to achieve acceptable performance, and the impact of the data
manipulation techniques on model performance for underrepresented classes. Figure
1.1 provides an overview of the experiments carried out in this work. Our findings
might also be insightful for future researchers investigating MLTC in the governance
domain while facing similar challenges regarding data distribution.

Figure 1.1: Simplified process of multi-label topic classification.

1.5 Thesis Outline

The structure of this thesis is organized as follows. Chapter 2 reviews related research
connected to MLTC, focusing on frequently used problem-transformation methods,
machine learning and transfer learning approaches, and data balancing techniques.
Consequently, Chapter 3 introduces the data, the implemented machine learning and
transfer learning approaches and the rationale behind one-step and two-step classifica-
tion. Chapter 4 presents the results of the experiments with the combination of di↵erent
models and datasets. It reflects on these findings and provides an error analysis by in-
specting the predictions of the best-performing model. Lastly, Chapter 5 provides an
overall conclusion for this thesis work, considers the limitations and suggests future
directions related to this study.
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Chapter 2

Related Work

This chapter provides an overview of the key methodologies and advancements in the
field of Topic Classification (TC). Initially, it discusses various approaches utilized in
TC, with a particular focus on multi-label topic classification (MLTC), which allows
for multiple labels to be assigned to a single data instance. Following this, the chapter
introduces specific techniques designed to address class imbalance, a commonly encoun-
tered challenge in MLTC. The latter sections of the chapter are dedicated to exploring
how di↵erent methodologies have been applied within the context of the governance
domain.

2.1 Approaches

Topic Classification (TC) has been framed in di↵erent ways depending on the number
of labels a text instance can have. It can be categorized into three primary types:
binary, multi-class and multi-label classification. Binary classification involves catego-
rizing data instances into one of two groups, such as positive or negative. Multi-class
classification extends this concept by allowing three or more classes, but each instance
is exclusively assigned to only one class. Multi-label topic classification (MLTC) rec-
ognizes that instances can belong to multiple classes simultaneously, without exclusive
assignment. This is particularly common when handling complex text data, like so-
cial media, where a post about a restaurant opening might simultaneously relate to
“food,” “free time activity” and “local business” topics (Herrera et al., 2016). This
section delves deeper into the realm of MLTC, exploring various methodologies used
to handle such classification problems, including manually created rule-based systems,
feature-based machine learning algorithms and transfer learning methods. Each ap-
proach comes with its own advantages and disadvantages, which will be elaborated in
the following subsections.

2.1.1 Problem Transformation

Most traditional classification algorithms are only able to process binary or multi-class
datasets, meaning they are not inherently applicable to MLTC. Herrera et al. (2016)
suggest two strategies to overcome this issue: problem transformation and classifier
adaptation. The former modifies the original multi-label dataset into a set of binary or
multi-class problems that can be handled by traditional classifiers. The latter implies
adapting conventional classification algorithms in a way that they can directly manage

7
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MLTC, enabling them to output multiple labels. This thesis implements the former,
primarily due to its versatility and ease of implementation. Problem transformation ap-
proaches allow for the utilization of well-established classifiers, which have been widely
studied and are likely to be computationally lighter compared to adaptive classifiers.
This subsection introduces the prevalent problem transformation approaches, all of
which convert the multi-label dataset into binary or multi-class formats compatible
with either standard classifiers or classifier ensembles. To complete the classification
process, outputs from these classifiers must be aggregated into a comprehensive label
set for subsequent model evaluation.

The simplest solution for the multi-class problem is eliminating the multi-label
instances from the dataset or selecting a single label for each multi-labeled instance,
which can be based on random or heuristic selection (Herrera et al., 2016). Both
methods decrease the number of instances and do not o↵er a real solution to the original
problem, therefore, they will not be further discussed. There are several other feasible
transformation approaches, the most frequently used ones are described below.

Gonçalves and Quaresma (2003) introduced the Binary Relevance technique,
which decomposes the multi-label problem into a set of binary problems. On one hand,
this method does not change the number of training instances, but it cannot account for
the possible correlations between classes. This method can be adjusted using a chain
of classifiers, where the input for a classifier is composed of the instance features and
the output of the previous classifier, accounting for label dependencies (Herrera et al.,
2016). Lastly, Boutell et al. (2004) describe a technique often referred to as Label
PowerSet, which creates a new single label for each multi-label combination that ap-
pears in the training data, transforming the task into a multi-class problem for a single
classifier. This approach accounts for possible label dependencies because each set of
labels composes a new class. As a result, the number of classes significantly increases
and certain classes are likely to be underrepresented in the training data. Moreover,
multi-label combinations could emerge in the test instances that were not seen by the
model in the training data, which can lead to decrease in performance. In recent years,
Label PowerSet and Binary Relevance transformations have been prominent solutions
for MLTC (Herrera et al., 2016). Table 2.1 summarises the characteristics of the intro-
duced approaches. In this work, the Binary Relevance technique will be used due to its
simplicity and common application for multi-label classification (Herrera et al., 2016).

Approach Classification type Label Correlation
Binary Relevance Binary Ignored
Classifier Chains Binary Considered
Label PowerSet Multi-class Considered

Table 2.1: Problem transformation approaches for multi-label topic classification.

2.1.2 Rule-based systems

Previous to the accessibility of machine learning and deep learning algorithms, the
majority of studies relied on a selection of hand-crafted rules to address NLP tasks.
The prerequisites of establishing a rule-based system include the careful inspection
and often the annotation of the dataset. Consequently, word patterns and logical
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expressions likely to correspond to certain topic labels are identified using the training
data, which are organised into a set of rules. For each test instance, the relevant
and possibly overlapping rules are taken into consideration to decide which class the
instance belongs to (Aggarwal and Zhai, 2012).

The rule-based approach is often combined with machine learning models or deep
learning approaches for text classification, resulting in highly e�cient hybrid systems.
For instance, Villena Román et al. (2011) applied the k -Nearest-Neighbors algorithm
combined with a rule set to filter positive, negative and highly relevant terms for clas-
sifying multi-labeled news articles and medical texts. The number of classes in the
utilized datasets range from 90 to 1,349, and the results indicate that implementing
the rules led to a 7.3% increase in the F1-score, with average precision reaching 0.95. In
another study, Li et al. (2021) combined a bi-directional Long Short-term Memory Net-
work (LSTM) with a regular expression-based classifier for multi-class text classification
in the medical domain. The system was evaluated using a dataset of user-generated
medical queries with 100 categories, reaching 0.89 accuracy and 0.92 F1-score.

Although implementing a rule-based system is computationally e�cient and easily
interpretable, it requires extensive manual labour and does not lend itself to robustness
and generalizability across di↵erent domains and languages. The maintenance of rule-
based systems also involves the frequent update of the rule set due to new or outdated
rules, and in-depth understanding of the domain.

2.1.3 Conventional Machine Learning Approaches

Machine learning methods o↵er a robust solution for text classification. These methods
involve training a model to recognize the associations between text instances and their
corresponding labels. This enables the model to predict the labels for new, unseen text
data, showcasing the e�ciency of machine learning in handling complex NLP tasks.
This section introduces the most frequently used feature representation techniques,
alongside common classification algorithms for TC.

Feature Extraction and Vectorization

Given that machines can only interpret numerical values, the input text is initially
transformed into a structured feature space. After data pre-processing, feature extrac-
tion methods are implemented to convert the data into a structured numeric format.
Vectorization techniques such as Bag of Words (BoW) and Term Frequency-Inverse
Document Frequency (TF-IDF) are commonly utilized for this conversion. These tech-
niques transform each text instance into numerical values that capture its key features
relevant to TC (Kowsari et al., 2019).

The simple Bag of Words (BoW) feature representation captures the presence
or absence of terms in a text, which can help models identify the topic content of
a text instance, particularly when combined with other methods like word n-gram
representation (Kowsari et al., 2019). Word n-grams help to reduce the ambiguity in
feature representation by capturing sequences of n adjacent words, thus providing a
more nuanced understanding of topic-related terms. In their survey, Figueiredo et al.
(2011) compare several studies related to text classification using word n-gram features
instead of, or in conjunction with BoW, and conclude that the gains tend to be only
marginal when incorporating n-grams.
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Term frequency (TF), which captures the frequency of terms in a document,
can be used to enhance the BoW representation. A more refined alternative, Term
Frequency-Inverse Document Frequency (TF-IDF), is commonly implemented
for TC as it helps in distinguishing terms that are important in a particular text
while filtering out common and less relevant terms (Kowsari et al., 2019). This feature
representation was e↵ectively used by Chase et al. (2014) in their study on MLTC of
news articles, employing one-versus-all Naive Bayes classifiers with TF-IDF to handle
a large dataset of New York Times articles tagged with 9 major topic labels, achieving
an average error rate of 13.3%. In this study, they used three feature sets including
the full article text, the lead paragraph and the article headline, concluding that the
classifiers are fairly accurate even when presented only with the headline.

While neither BoW nor TF-IDF can capture deeper semantic relationships, word
embeddings address this limitation (Kowsari et al., 2019). Static embedding models,
such as Word2Vec (Mikolov et al., 2013) and GloVe (Pennington et al., 2014), represent
words as dense vectors in a low-dimensional space and capture the semantic relation-
ships between them. This capability is crucial for enhancing models designed for TC,
as it enables a more nuanced understanding of terms and their contextual relevance.
Word embeddings will be described in Section 2.1.4.

This section has highlighted how various feature extraction and vectorization tech-
niques play an integral role in TC. Given the e↵ectiveness of TF-IDF for feature rep-
resentation (Kowsari et al., 2019; Chase et al., 2014; Dadgar et al., 2016), this study
will utilize this feature representation technique integrated into a feature-based model
– Support Vector Machines (SVMs) –, which will be described in Chapter 3. We will
evaluate the model’s performance on classifying client feedback instances based on topic
categories within the governance domain.

Machine Learning Approaches and Neural Networks

Conventional machine learning classifiers and neural networks have been extensively
studied for text classification. This section reviews the most common approaches and
highlights studies demonstrating their e↵ectiveness for the task at hand.

Naive Bayes (NB) is a generative probabilistic classifier based on the Bayes’
Theorem. This algorithm is referred to as näıve because it assumes complete indepen-
dence between various feature interactions given the class. The classifier calculates the
likelihood that the data point belongs to each class based on prior probabilities, and
predicts the one with the highest likelihood (Jurafsky and Martin, 2009). Despite its
simplicity, NB has proven powerful in handling text classification problems. For ex-
ample, Lee et al. (2011) implemented a multinomial NB classifier with TF-IDF feature
representation to identify topics in tweets, using a predefined set of 18 classes, achieving
an accuracy of 0.56 for the multi-class problem with a small amount of training data.
Similarly, Spasic et al. (2012) used a multinomial NB algorithm with pattern-matching
rules to classify suicide notes into 15 topics, reaching a 0.53 F1-score.

Logistic Regression is a discriminative classifier that learns which features are
most indicative to di↵erenciate between the possible set of classes in the learning phase.
Multinomial Logistic Regression, also called softmax regression, can be applied to multi-
class classification problems, where the model returns probabilities for the test instance
belonging to each class and assigns the label with the highest probability (Kowsari et al.,
2019). Shah et al. (2020) conducted a comparative study evaluating Logistic Regression,
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Random Forests and k -Nearest-Neighbors with TF-IDF for multi-label classification of
news articles into 5 thematic categories, finding that Logistic Regression achieved the
best performance with an accuracy of 0.97.

Support Vector Machines (SVMs) are commonly used discriminative algo-
rithms for classification and regression problems. They operate with the objective of
finding an optimal hyperplane that maximizes the margin between data instances in
feature space. In other words, SVMs are instance-based learners with the aim of ad-
justing the decision boundary based on the delineations between the classes. Support
vectors, which are data instances closest to the decision boundary, are useful to find the
optimal separating line in the learning phase (Cortes and Vapnik, 1995). The algorithm
can be implemented both for linearly separable and non-linear data by leveraging data
transformation into a higher dimensional space with the so-called kernel trick (Her-
rera et al., 2016). Due to their generalization capabilities and discriminative power,
SVMs can be applied in various scenarios, including binary or multi-class classification
with imbalanced datasets and large collections of data (Cervantes et al., 2020). SVMs
tend to exhibit superior performance for classification tasks when contested with other
algorithms (Kowsari et al., 2019; Sen et al., 2020; Aggarwal and Zhai, 2012). As an
example, Pranckevičius and Marcinkevičius (2017) contested NB, Random Forest, De-
cision Tree and Logistic Regression against SVMs for the multi-class classification of
Amazon product reviews using 5 classes and BoW with n-gram representation, where
SVMs reached a maximum of 0.44 accuracy.

The k-Nearest-Neighbors (kNN) classification algorithm is a popular instance-
based method for solving classification and regression problems (Herrera et al., 2016).
The intuition behind this algorithm is that data points located close to each other
in feature space are likely to belong to the same class. When applied in the field of
TC, the algorithm computes the similarity between the new instance and the training
instances to classify the instance based on the labels observed in the k nearest instances
(Han et al., 2001). For instance, Trstenjak et al. (2014) achieved an accuracy score of
0.92 in classifying news articles into 4 topics using TF-IDF feature represenation and
a kNN algorithm. The study highlights the impact of data pre-processing and training
data quality on the algorithm’s performance for multi-class classification. The results
strongly depend on the choice of k value, and its scalability for large datasets may be
computationally expensive (Sen et al., 2020).

Tree-based algorithms, such as C4.5 and Random Forest (RF), can also be em-
ployed for text classification (Herrera et al., 2016). A decision tree follows a sequence
of decisions in a hierarchical structure to split the data into increasingly homogeneous
subsets (Aggarwal and Zhai, 2012). Rane and Kumar (2018) compared an improved
lightweight RF classifier with Logistic Regression, SVMs, kNN, NB and AdaBoost for
classifying airline tweets based on sentiment, finding that RF achieved the highest F1-
score of 0.87. Tree-based methods can handle both numerical and categorical data,
even with imbalanced datasets. However, they can be susceptible to overfitting, mean-
ing the model performs well on the training data but poorly on unseen data if the trees
become too complex or the data is noisy (Kowsari et al., 2019).

In addition to the previously described classifiers, neural networks o↵er powerful
capabilities for TC. These networks, inspired by biological neural connections, can
understand complex relationships between input text and output labels (Noori, 2021).
For example, Jelodar et al. (2020) used a Long Short-term Memory Network (LSTM)
for multi-class topic identification in social media posts about COVID-19 using a set
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of 25 topics, reaching an accuracy of 0.81. Chen et al. (2017) employed an ensemble of
convolutional and recurrent neural networks for MLTC using news stories with nearly
100 topic labels, reaching a 0.71 macro F1-score. Their study highlighted that the
e�ciency of neural networks strongly depends on the availability of training data, since
little amount of data can lead to models that overfit.

While conventional classifiers rely on problem transformation approaches to handle
multi-label classification, adaptive machine learning classifiers directly accommo-
date for multi-labeled data. An adaptation of the kNN algorithm, ML-kNN, analyzes
the classes among the nearest neighbors of the test instance, and assigns the most
probable label set to the test instance (Zhang and Zhou, 2007). Li and Ou (2021)
compared ML-kNN against decision trees and traditional kNN for MLTC, using a
dataset of research papers from various disciplines, categorized into 6 di↵erent topic
categories. Their findings demonstrated that ML-kNN achieved superior performance
with an average precision of 0.58. Chen et al. (2016) introduced a modified SVMs
algorithm called Twin Multi-Label Support Vector Machines (MLTSVMs) for directly
addressing multi-label classification problems. This algorithm e�ciently finds multiple
non-parallel separating hyperplanes to handle multi-label data.

Given the introduced challenges of multi-label classification and the need for robust,
scalable and well-documented solutions for classifying client feedback in the governance
domain, this study opts for implementing SVMs with Binary Relevance problem trans-
formation. SVMs are chosen for their e↵ectiveness in handling sparse, high-dimensional
textual data and their capability to model complex decision boundaries, which are cru-
cial when classifying text into multiple topic categories (Kowsari et al., 2019).

2.1.4 Transfer Learning

Utilizing rule-based systems and conventional machine learning classifiers implies that
the systems’ performance depends on the selected rules and features during feature
engineering. On the contrary, deep learning models leverage low-dimensional dense
vector representations instead of relying on handcrafted features (Bogatinovski et al.,
2022). However, implementing conventional machine learning methods or neural net-
work models with considerable parameter size comes at a price, which includes the
risk of overfitting and poor generalization on new data depending on the size of the
available training data, limitations in interpretability due to the “black box” nature of
these models, and the potential amplification of bias present in the training data.

Pre-trained embeddings aim to mitigate the explicit need for manual feature engi-
neering and improve generalization capabilities by learning semantic relationships and
capturing complex patterns in the training data, which often leads to enhanced per-
formance. However, it is crucial to note that using word embeddings can share some
of the challenges mentioned earlier, especially in terms of bias amplification, explain-
ability and cross-domain generalization. We distinguish between first-generation static
embeddings, such as the previously mentioned GloVe (Pennington et al., 2014) and
Word2Vec (Mikolov et al., 2013), and second-generation contextual word embeddings.
In case of static embeddings, each term is represented by a single context-independent
vector in a low-dimensional space, which poses a problem since polysemous words,
such as bank, head and set, can have a range of di↵erent meanings depending on the
context. Second-generation pre-trained language models o↵er a solution by creating
contextualized word representations, in which “word vectors [...] are sensitive to the
context in which they appear” (Ethayarajh, 2019, p. 55). These models are trained
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on large collections of general domain text in a self-supervised manner, and therefore
are able to capture various forms of language representations, including semantic, syn-
tactic and pragmatic information. This approach lends itself to the concept of transfer
learning, where knowledge extracted from a pre-trained model can be utilized for down-
stream tasks, resulting in improved model performance, especially when there is only
limited amount of labeled data available for the target task (Hadi and Fard, 2023).
For example, Lenc and Král (2017) demonstrated that leveraging word embeddings
with Convolutional Neural Networks can be useful for multi-label document classifica-
tion with large-scale and diverse datasets. More specifically, their study utilizes Czech
and English corpora, each comprising nearly 10,000 news articles across 37 and 90
categories, respectively.

In recent years, the emergence of transformer-based language models with advanced
architecture resulted in spectacular success thanks to their capability of learning univer-
sal language representations from large quantities of text, and transfer this knowledge
to various NLP tasks (Kalyan et al., 2021). The key driver of this achievement is the
Transformer proposed by Vaswani et al. (2017), a deep-learning model with a stack of
encoder and decoder layers, enabling the model to learn complex language represen-
tations. The Transformer’s core component is its revolutionary attention mechanism,
which e�ciently captures long-range dependencies between tokens in the input sequence
in a parallelized manner. The attention mechanism will be introduced in detail in Chap-
ter 3. Pre-trained transformer models (PTMs) o↵er a powerful advantage, since they
are trained on vast amounts of text and can be fine-tuned for specific NLP tasks in
di↵erent domains. Leveraging PTMs significantly reduces training time and resource
requirements compared to training models from scratch (Hadi and Fard, 2023).

The advantages of transformer-based models can be e↵ectively utilized in TC.
Certain auto-encoding models, such as BERT (Devlin et al., 2018), RoBERTa (Liu
et al., 2019), DistilBERT (Sanh et al., 2019) and XLNet (Yang et al., 2019) have
been previously implemented for this NLP task. Shaheen et al. (2020) experimented
with transformer-based models for multi-label classification of documents in the le-
gal domain, reaching a state-of-the-art result of 0.76 micro F1-score by fine-tuning
RoBERTa. On the other hand, Yogarajan et al. (2021) highlight in their study on
MLTC in the medical domain that traditional neural networks might perform better
than transformer-based models for infrequent classes if the dataset is strongly imbal-
anced, contains long input documents and/or more than 300 classes.

This thesis takes inspiration from the introduced research findings on MLTC. Un-
like other studies, the methodology for this work is tailored to the unique challenges of
the provided dataset from the governance domain. This study opts for the Binary Rel-
evance method to tackle the inherent multi-label nature of the dataset (Gonçalves and
Quaresma, 2003). This decision is grounded in the method’s popularity and demon-
strated utility in simplifying multi-labeled tasks into a set of binary classification prob-
lems (Herrera et al., 2016). We use words in the feedback instances as features and
represent them through the TF-IDF weighting scheme due its e↵ectiveness in high-
lighting term importance across input sequences (Kowsari et al., 2019). SVMs are
selected as the primary machine learning classifier for their robustness in managing
high-dimensional data (Cervantes et al., 2020), aligning with the characteristics of the
dataset for this work. Despite the promising capabilities of adaptive machine learning
classifiers, these will not be explored due to time constraints. Additionally, the thesis
investigates the power of transfer learning by fine-tuning BERT (Devlin et al., 2018)
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for MLTC, with the objective to compare its performance against SVMs. This dual
methodology allows us to find the most e↵ective approach for processing multi-labeled
client feedback within the governance domain. Due to the scarcity of time and re-
sources, other classification algorithms and transfer learning approaches could be only
explored in future work.

2.2 Class Imbalance in Data Distribution

When working with real-world data, researchers often encounter uneven dataset dis-
tribution where instances and their corresponding labels classes are non-uniformly dis-
tributed across the data space, which can strongly impact the classifiers’ learning pro-
cess. The problem of imbalanced datasets is a frequently discussed challenge in the
realm of MLTC (Tahir et al., 2012; Charte et al., 2015; Tarekegn et al., 2021). Addition-
ally, the previously introduced problem transformation approaches, especially Binary
Relevance, further exacerbate the levels of imbalance (Herrera et al., 2016). Various
strategies have been proposed to handle the challenge of data disparity and enhance
the performance of classifiers for the task of MLTC, as described in this section.

These solutions can be categorised into three groups: data resampling, algorithm
adaptation and cost-sensitive learning (Herrera et al., 2016). Among these, data re-
sampling techniques are independent of the chosen classifier. This approach involves
creating a new dataset by undersampling and/or oversampling the original one. Under-
sampling reduces the number of instances in the training data for the majority classes,
aiming to reduce their influence during training. Conversely, oversampling increases
the representation of minority classes in the training data by generating new samples.
These resampling methods can be implemented either through random or heuristic
selection, depending on how instances are removed or added (Tarekegn et al., 2021).
Mountassir et al. (2012) propose three distinct undersampling strategies to reduce the
size of majority classes in datasets. The first technique, removing similar instances,
aims to eliminate highly similar data points within the overrepresented classes, since
these contribute little to learning new patterns for the classifier. The second method,
remove furthest, focuses on removing those instances that are most distant from their
class centroid, as they are likely to introduce noise and confusion during the classifi-
cation process. The third strategy, remove by clustering, involves applying clustering
algorithms to organize the majority class into groups and retaining only those instances
that are closest to each cluster’s center, thus ensuring an optimal balancing of the
dataset.

Algorithm adaptation strategies modify classifiers to directly account for the im-
balanced distribution of the dataset during the learning process (Herrera et al., 2016).
An example is the approach proposed by Chen et al. (2006), which utilizes a Min-
Max Modular network combined with SVMs. This method decomposes the multi-label
classification task into a series of binary classification problems, thereby enhancing
the classifier’s e↵ectiveness in handling data imbalance. Another approach is cost-
sensitive learning, which employs specific cost metrics that penalize misclassification
based on the determined class importance. Unlike traditional models that treat all
misclassification equally, cost-sensitive learning assigns greater penalties for errors in-
volving minority class instances. This approach adjusts the weights of instances so
they are inversely proportional to the class size, thus placing a higher cost on the mis-
classification of underrepresented classes, emphasizing their significance in the learning
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process (Tarekegn et al., 2021).
In addition to the previously introduced methods, data augmentation serves as a

valuable strategy to diversify the training data without collecting additional examples.
This technique is commonly employed in the field of Computer Vision, for instance by
altering the size, shape or color distribution of images to increase the volume of training
data and thereby train more resilient models (Maharana et al., 2022). Implementing
data augmentation techniques for text data presents unique challenges, as alterations
can disrupt the semantic integrity and grammatical structure of text instances. Despite
these concerns, data augmentation has proven to be beneficial in the field of NLP.
Techniques such as lexical substitution, back-translation, text surface transformation,
random noise injection, instance crossover augmentation, syntax-tree manipulation and
text element mixing can significantly enhance model performance by diversifying the
training data (Chaudhary, 2020). The recent appearance of generative models has
introduced novel methods for addressing the data scarcity associated with infrequent
classes. Specifically, generative pre-trained transformer models (GPT) can be leveraged
to create synthetic data (Yenduri et al., 2023). This approach is particularly e↵ective
in increasing the representation of small classes in TC, thus helping to balance datasets
and improve model performance (Anaby-Tavor et al., 2019).

To mitigate the issue of class imbalance in the provided dataset, this thesis employed
selected data adaptation techniques in order to create additional training sets. Under-
sampling was applied to reduce the dominance of overrepresented subtopic classes in
the dataset, thereby minimizing potential bias towards more common subtopics. Over-
sampling was used to generate synthetic data for underrepresented subtopic classes
using GPT-4 (Achiam et al., 2023) to broaden the models’ exposure to less frequent
classes. These strategies were implemented to account for the imbalanced nature of
the dataset by creating a more balanced representation across various topics. By doing
so, the thesis explores the possibility of improved model robustness and generalization
capabilities, particularly for subtopics that are underrepresented in the original data.

2.3 Governance Domain

Research explicitly addressing MLTC within the governance domain is scarce, espe-
cially studies focusing on user-generated feedback collected through surveys. This re-
search gap highlights a significant opportunity for expanding research in this area. A
related study conducted by Mehra et al. (2022) explores the application of a BERT-
based model fine-tuned on an Environmental, Social and Governance (ESG) corpus
to achieve a high accuracy ESG-related classification tasks. The authors demonstrate
that their domain-specific model, pre-trained on ESG-specific text data and further
refined through fine-tuning for classification, outperforms the traditional BERT model,
reaching a test accuracy of 0.79. Similarly, the research by Nugent et al. (2021) in-
troduces a domain-specific BERTRNA model, a BERT variant pre-trained on a large
corpus of finance-, business- and governance-related texts sourced from the Reuters
News Archive. This model shows high performance in multi-class and multi-label topic
classification tasks, such as ESG controversy detection, when compared to the general
BERT model. The implementation of domain-specific pre-training coupled with data
augmentation techniques like back-translation has been shown to enhance model per-
formance up to an F1-score of 0.83 when tested on the multi-label UN SDG dataset.
The BERTRNA model is not openly accessible, and its resource code is private, which
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precludes its application in this thesis. As current knowledge stands, there is no docu-
mented study that specifically tackles automatic MLTC of client feedback in the gov-
ernance domain. This thesis aims to fill this gap and extend the current understanding
of TC within the governance domain, hoping to pave the way for future research.

2.4 Concluding Remarks

This chapter has described a variety of strategies for MLTC, ranging from rule-based
systems to machine learning techniques and the integration of transfer learning. Ad-
ditionally, several approaches for handling class imbalance and studies related to the
governance domain have been introduced.

In this study, we have opted to employ the Binary Relevance method for its straight-
forward application in decomposing multi-labeled tasks into simpler binary problems,
which has been commonly implemented in various studies (Herrera et al., 2016). SVMs
will be compared with a BERT model fine-tuned for the task of MLTC using the pro-
vided dataset. The decision to focus on these two models is due to their common
application and high performance in TC (Wang and Manning, 2012; Cervantes et al.,
2020; Ameer et al., 2023). Other machine learning classifiers and transformer-based
models will not be explored due the limitations in time and available computational
resources. Further details on the selected machine learning model and the transformer-
based model will be explained in Chapter 3. This chapter will include describing the
experimental setup, data cleaning steps and hyper-parameter tuning that will be im-
plemented to optimize the models’ performance. Moreover, addressing the challenge
of imbalanced topic distribution will be key for enhancing the models’ performance on
the underrepresented subtopic classes, for which two data adaptation methods will be
explored. This thesis aims to contribute to the academic understanding of MLTC in
the governance domain by experimenting with various methods for categorizing client
feedback.



Chapter 3

Methodology

This chapter outlines the methodology implemented for this thesis. It begins with the
presentation of the data alongside a data statement, the description of main topics and
subtopics, and the utilized data adaptation techniques. It describes the implementation
of machine learning and transfer learning techniques for addressing the challenge of
multi-label topic classification (MLTC). The chapter also elaborates on the reasons
and methods for employing both one-step and two-step classification approaches.

3.1 Data

This study analyzes written client feedback data in English (ISO 639-1 en) collected
from Dutch governmental institutions using survey forms. These surveys, distributed
via email to individuals who visited an o�ce branch, included rating scales and open-
ended questions. By analyzing feedback data, governmental institutions aim to gain
insights into the o�ces’ operations and identify areas for improving their services.

The collected Dutch text data was annotated using taxonomies with a rule-based
system. Following the categorization of feedback instances with Dutch labels, the origi-
nal data and the labels were machine translated into American English using the Azure
AI Translator service1. This step was necessary because MarketResponse primarily of-
fers solutions using services that handle English data. To ensure the high quality
of translations, a colleague at MarketResponse with bilingual fluency in English and
extensive knowledge in NLP reviewed and improved the translations. A significant
limitation of this study is that topic labels were not manually reviewed, which will be
further elaborated on in Chapter 4 and 5. The length and complexity of the feedback
statements vary. In some cases the client feedback statements only contain single words,
such as “amazing” or “disappointing”, for these mostly the label No topic found was
assigned. In contrast, some entries can be entire paragraphs where the client elaborates
on their experience with the institution, potentially mentioning several topics.

Each main topic has one or more associated subtopics, providing a granular level
of detail for analysis, as shown in Figure 3.1. Each data instance has at least one main
topic and one subtopic. Some feedback statements with diverse content can have up to
three main topics and three subtopics. The dataset consists of 19,529 individual client
feedback instances, with the average of 13.6 tokens and 1.36 sentences per text. The
complete dataset encompasses a total of 11 main topic labels and 31 subtopic labels.

1https://learn.microsoft.com/en-us/azure/ai-services/translator/
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The hierarchy among the topics is illustrated in Figure 3.2, while Table 3.1 and 3.2
show the topic distribution in the full dataset.

Figure 3.1: Main topic labels (green) and subtopic labels (blue).

Data Statement

Bender and Friedman (2018) introduced data statements in order to mitigate sys-
tematic bias and promote transparent scientific experiments by reducing exclusion and
bias in NLP. The following parts summarize the characteristics of the dataset, provided
by the internship company, that is used for the thesis experiments.

Most of the authors of the feedback statements are likely to be native Dutch speak-
ers or speak Dutch as a second language. Due to the machine translation process
from Dutch to American English, some language-specific characteristics may be lost,
potentially causing a slight shift in the style of the feedback instances. For instance,
the translations may not fully capture language variety, dialects, connotations, denota-
tions, colloquialisms or idiomatic structures. Some feedback statements contain emojis,
which were retained in the English version. The vocabulary reflects the domain, with
expressions related to the government sector and their provided services. Since clients
were asked to answer specific questions related to their experience at the governmental
institution, the feedback often revolves around a central topic.

The data collection process was anonymous and voluntary, therefore, there is no
information about the writers’ demographic background. Since participation in admin-
istrative processes at the government o�ces requires legal age, we assume the survey
participants are mostly adults, although the data does not include specific information
about age distribution. Similarly, gender and the socioeconomic background of the
participants is absent, potentially leading to an imbalanced and unrepresentative sam-
ple. Additionally, feedback instances contain privacy-sensitive information like names,
addresses and dates, which will be masked with placeholders during data cleaning. The
data is strictly confidential and can only be accessed within the company, it should not



3.1. DATA 19

be published or distributed elsewhere. The examples used in this work are fabricated
illustrations designed solely to reflect the nature of the original data.

ID Main topic Number %
1 Employee attitude & behavior 6,346 25.03
2 Handling 4,786 18.87
3 Information provision 3,082 12.15
4 Knowledge & skills of employee 3,040 11.99
5 No topic found 1,624 6.41
6 Processes 1,570 6.19
7 Making contact with employee 1,510 5.95
8 General experience 1,517 5.98
9 Physical service provision 1,325 5.22
10 Digital possibilities 388 1.53
11 Price & quality 166 0.65
Sum 25,354 100

Table 3.1: Distribution of main topics in the full dataset.

Main Topic Category ID Subtopic Number %

Employee attitude & behavior

1 Friendliness 4,712 16.73
2 Helpfulness 1,678 5.96
3 Genuine interest 839 2.98
4 Personal approach 195 0.69

Handling
5 Speed of processing 4,666 16.57
6 Correctness of handling 254 0.90
7 Objection & evidence 26 0.09

Information provision

8 Clarity of information 1,862 6.61
9 Quality of information 644 2.29
10 Communication 597 2.12
11 Integrity & fulfilling responsibilities 524 1.86
12 Keeping up to date 148 0.53

Knowledge & skills of employee
13 Solution oriented 1,880 6.68
14 Expertise 792 2.81
15 Quality of customer service 479 1.70
16 Professionalism 457 1.62

No topic found 17 No subtopic found 1,624 5.77

Processes
18 Ease of process 1,046 3.71
19 E�ciency of process 593 2.11

Making contact with employee
20 Waiting time 1,026 3.64
21 Availability of employee 328 1.16
22 Speaking to the right person 230 0.82

General experience 23 General experience subtopic 1,517 5.39

Physical service provision
24 Reception & Registration 887 3.15
25 Facilities 463 1.64
26 Opening hours & accessibility 20 0.07

Digital possibilities
27 Ease of use web & app 194 0.69
28 Functionalities web & app 182 0.65
29 Information provision web & app 134 0.48

Price & quality
30 Price & costs 161 0.57
31 Payout & return 5 0.02

Sum 28,163 100

Table 3.2: Distribution of subtopics in the full dataset.
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Figure 3.2: Distribution of main topics (top) and subtopics (bottom) in the full dataset.
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Content of Main Topics

In order to have an understanding of the similarities and di↵erences between the
main topic labels, the following paragraphs aim to summarise the content of the eleven
main topics and their corresponding subtopics. The topics are presented in descending
order of frequency in the dataset.

Employee attitude & behavior
This is the most prevalent topic in the dataset. Feedback statements belonging to this
class describe the clients’ experience during their interaction with employees. Specifi-
cally, they reveal opinions on employee characteristics like friendliness, helpfulness and
personal approach. A positive example feedback instance could be “The employee at
the counter was very friendly and patient while answering my questions.”

Handling
The topic emerges as the second most frequent theme within the data. This category
encompasses client perceptions of the services’ e�ciency and accuracy in addressing
their requests. Feedback labeled with this class often references client satisfaction or
dissatisfaction with the processing speed and correctness of inquiry handling. This
might include specific examples of both positive experiences, e.g., “The waiting time
was quite short.” and negative encounters, e.g., “I couldn’t get an appointment earlier
than 2 weeks!”.

Information provision
This is third most frequent class, which delves into client perceptions of how e↵ectively
employees communicate and the quality of the information they provide. In other
words, feedback of this class encompasses client opinions on the clarity and comprehen-
siveness of explanations related to their issues. For example, “The passport application
process was clearly explained.” Additionally, it captures opinions on the accuracy and
timeliness of information provided, alongside the perceived integrity, care and responsi-
bility demonstrated by employees during the encounter, such as “Friendly, helpful and
supportive sta↵.”

Knowledge & skills of employee
Similar to the previous class, this topic reflects client opinions on employee competence
in addressing client concerns. Feedback within this class focuses on employee-related
aspects, including professionalism, problem-solving expertise and client-centredness
demonstrated during the interactions. It also reveals client satisfaction with the overall
quality of the service received. In a feedback statement this might be written like this:
“Knowledgeable employee who o↵ered neat solutions to my problem.”

No topic found
Approximately 6.4% of the feedback statements received this label, which might be for
a variety of reasons. Some instances were simply too short to provide meaningful infor-
mation, consisting of single words like “flexible” or “sta↵”. Others were overly generic,
failing to belong to any established class, such as “All good.” or “I’m very satisfied.”
Moreover, a small portion of the feedback was written in languages other than Dutch or
English, which made the categorization impossible. In some cases clients did not wish
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to express an opinion in open-ended questions and entered uninformative responses like
“don’t know”, “no opinion”.

Processes
This class refers to client experiences with the ease and e�ciency of navigating the
service. For example, feedback statements in this category elaborate on how clients
were treated by the employees, the number of times they were transferred between
employees or departments, the quality of phone and email communication, highlighting
both di�culties and successes throughout the process. Feedback statements like “The
employee at the counter was very friendly and patient while answering my questions.”
fit into this category.

Making contact with employee
This class captures client experiences regarding the initial contact. Feedback instances
of this kind focus on client perspectives on the length of waiting time, the availability
of employees, and the e�ciency of being directed to the appropriate sta↵ member or
department. “The waiting time was a lot shorter than in other branches.” – explains
the client’s satisfaction with the pace of service.

General experience
This main topic label encompasses feedback instances that are informative but do not
distinctly belong to any of the other categories. For example, feedback statements
might refer to the atmosphere at the institution, the personality of the employee, or
express general satisfaction with the service, as in “Well organised operations.”

Physical service provision
Additionally, this main category encompasses feedback instances concerning the facil-
ities, the opening hours and accessibility of the buildings, and client experiences with
the reception and registration processes. Examples in this category include “The park-
ing area is clean and spacious,” “Free co↵ee and tea is available,” and “Upon entering,
I was welcomed and assisted immediately.”

Digital possibilities
Feedback statements in this class reflect on di↵erent aspects of the website and online
application of the governmental institution, including the ease of use, functionality and
the information available online. Some examples are “The login site doesn’t work prop-
erly!” and “Making a digital appointment was easy.”

Price & quality
Lastly, this is the class with the smallest size, which mainly contains feedback instances
concerning the cost of client services, such as “Renewing my passport was very expen-
sive, the price should be decreased.” However, there are several instances that are
connected to waiting time and arranging appointments, showing inconsistency in the
annotations.

This thesis focuses on multi-label topic classification (MLTC) because some feedback
statements in the dataset are assigned to multiple main topics and subtopics. Table 3.3
shows that the majority of instances only have two labels, namely one main topic and
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one subtopic label. However, a significant portion of instances belong to multiple main-
and subtopics, reflecting the multi-labeled nature of the data. The average number of
topic labels is 2.74 per feedback instance. The minimum number of labels per instance
is 2 and the maximum number of labels is 6 per instance in the dataset.

Number of Labels Number of Instances %
2 12,746 65.26
3 1,476 7.56
4 3,593 18.40
5 1,059 5.43
6 655 3.35
Sum 19,529 100

Table 3.3: Label distribution across feedback instances in the full dataset.

3.1.1 Stratified Data Splitting

For this study, the dataset was divided using an 80-10-10 split. Stratified data splitting
was implemented to preserve the distribution of data instances within each main topic
and subtopic across the di↵erent subsets. Consequently, 80% of the dataset comprises
the training set, and the remaining 20% is evenly split into validation and test sets.
As a result, there are 15,621 instances with 42,824 labels in the training set, 1,954
instances with 5,344 labels in the validation set, and 1,954 instances with 5,349 labels
in the test set. The data was split using the iterative-stratification package (Sechidis
et al., 2011) and the scikit-learn package (Pedregosa et al., 2011). The overview of the
distribution of main topics and subtopics after the splitting can be observed in Table
3.4 and 3.5, as well as in Figure 3.3.

3.1.2 Data Adaptation

Given the substantial class imbalance within the dataset, two data adaptation tech-
niques were employed to adjust the class representation in the training set. We im-
plemented these methods to determine their e�cacy for this multi-label classification
task, and to assess their impact on the classifiers’ performance. Making decisions about
these methods involved discussions with representatives from MarketResponse, aiming
to align the approaches with their tools and the preferences of the client governmental
institution. Although merging certain main topics and subtopics could have been a
feasible strategy, it was advised against due to the company’s reliance on the exist-
ing rule-based tool designed for the 42 topic labels. We have implemented two data
sampling techniques: the first focused on undersampling (Kubát and Matwin, 1997)
the original training set to reduce the number of instances for overrepresented subtopic
classes; while the second centred around oversampling (Chawla et al., 2002) the original
training set, utilizing a generative large language model – GPT-4 (Achiam et al., 2023)
– to create synthetic data for the underrepresented subtopic classes. These techniques
are illustrated in Figure 3.4.
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ID Main topic Train % Valid % Test %
1 Employee attitude & behavior 5,077 25.03 652 25.70 617 24.39
2 Handling 3,829 18.87 480 18.92 477 18.85
3 Information provision 2,466 12.16 303 11.94 313 12.37
4 Knowledge & skills of employee 2,437 12.01 319 12.57 284 11.23
5 No topic found 1,299 6.40 152 5.99 173 6.84
6 Processes 1,256 6.19 149 5.87 165 6.52
7 Making contact with employee 1,208 5.95 158 6.23 144 5.69
8 General experience 1,214 5.98 138 5.44 165 6.52
9 Physical service provision 1,058 5.22 125 4.93 142 5.61
10 Digital possibilities 310 1.53 43 1.69 35 1.38
11 Price & quality 133 0.66 18 0.71 15 0.59

Sum 20,287 100 2,537 100 2,530 100

Table 3.4: Distribution of main topics in training, validation and test set.

Main Topic Category ID Subtopic Train % Val. % Test %

Employee attitude & behavior

1 Friendliness 3,773 16.74 485 17.28 454 16.11
2 Helpfulness 1,342 5.96 164 5.84 172 6.10
3 Genuine interest 671 2.98 87 3.10 81 2.87
4 Personal approach 156 0.69 16 0.57 23 0.82

Handling
5 Speed of processing 3,730 16.55 469 16.71 467 16.57
6 Correctness of handling 203 0.90 29 1.03 22 0.78
7 Objection & evidence 21 0.09 1 0.04 4 0.14

Information provision

8 Clarity of information 1,496 6.64 169 6.02 197 6.99
9 Quality of information 515 2.29 62 2.21 67 2.38
10 Communication 478 2.12 66 2.35 53 1.88
11 Integrity & fulfilling responsibilities 419 1.86 51 1.82 54 1.92
12 Keeping up to date 118 0.52 15 0.53 15 0.53

Knowledge & skills of employee
13 Solution oriented 1,504 6.67 195 6.95 181 6.42
14 Expertise 634 2.81 83 2.96 75 2.66
15 Quality of customer service 383 1.70 49 1.75 47 1.67
16 Professionalism 366 1.62 55 1.96 36 1.28

No topic found 17 No subtopic found 1,299 5.76 152 5.42 173 6.14

Processes
18 Ease of process 837 3.71 103 3.67 106 3.76
19 E�ciency of process 474 2.10 53 1.89 66 2.34

Making contact with employee
20 Waiting time 820 3.64 107 3.81 99 3.51
21 Availability of employee 262 1.16 35 1.25 31 1.10
22 Speaking to the right person 184 0.82 24 0.86 22 0.78

General experience 23 General experience subtopic 1,214 5.39 138 4.92 165 5.85

Physical service provision
24 Reception & Registration 710 3.15 80 2.85 97 3.44
25 Facilities 370 1.64 44 1.57 49 1.74
26 Opening hours & accessibility 16 0.07 3 0.11 1 0.04

Digital possibilities
27 Ease of use web & app 155 0.69 21 0.75 18 0.64
28 Functionalities web & app 147 0.65 18 0.64 17 0.60
29 Information provision web & app 107 0.47 15 0.53 12 0.43

Price & quality
30 Price & costs 129 0.57 18 0.64 14 0.50
31 Payout & return 4 0.02 0 0.00 1 0.04

Sum 22,537 100 2,807 100 2,819 100

Table 3.5: Distribution of subtopics in training, validation and test set.
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Figure 3.3: Distribution of main topics (top) and subtopics (bottom) in training, vali-
dation and test set.
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Figure 3.4: Under- and oversampling (Al-Serw, 2021).

Undersampling

Undersampling involves removing data instances from the majority class to balance
class distribution. In this work, undersampling targets subtopic classes in the training
set that exceed the average representation of instances per class, i.e. more than 727 in-
stances. The identified overrepresented subtopic classes for reduction are Friendliness,
Helpfulness, Speed of Processing, Clarity of information, Solution oriented, No subtopic
found, Ease of process, Waiting time and General experience subtopic. In order to de-
crease the imbalanced nature of the dataset, instances from the listed overrepresented
classes are randomly removed until they align with the average distribution. A random
seed was set to ensure reproducibility of this process. In the first step, the implemented
method prioritizes the removal of instances with a single subtopic. However, due to
the multi-labeled nature of the data, it is often necessary to also remove instances
that contain a combination of subtopic labels. Therefore, in the second step instances
containing subtopics other than the target subtopic are removed, while ensuring that in-
stances with underrepresented subtopic labels are protected. The process is iteratively
applied until the average distribution is reached for the overrepresented subtopics.

The rationale behind undersampling was to evaluate classifier performance under
more balanced class distributions. While the aggregated evaluation scores are not nec-
essarily expected to improve, the results can be insightful for understanding how class
representation a↵ects model performance for specific topic categories. A significant dis-
advantage of this approach is the potential loss of valuable training data, as reducing
the representation of majority classes involves discarding informative data instances.
The class distribution in the training set after undersampling is shown in Table 3.6 and
3.7.

Oversampling: Synthetic Data Generation

Some subtopic classes are substantially underrepresented due to the imbalanced
nature of the original dataset. The limited exposure to these classes can negatively
impact model performance on these subtopics. Acquiring additional real-world client
feedback is both time-consuming and expensive, therefore generating synthetic data
serves as a viable alternative. Synthetic data is artificially created data that closely
mimics real-world data, serving as an e�cient substitute (Jaderberg et al., 2014). Aug-
menting the original data with synthetic data allows us to enhance the representation
of underrepresented classes, which can potentially increase model robustness and reach
better performance for topics with limited number of training data.
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ID Main topic Train % Train U %
1 Employee attitude & behavior 5,077 25.03 2,064 17.90
2 Handling 3,829 18.87 1,065 9.24
3 Information provision 2,466 12.16 1,697 14.72
4 Knowledge & skills of employee 2,437 12.01 1,660 14.40
5 No topic found 1,299 6.40 727 6.30
6 Processes 1,256 6.19 1,091 9.46
7 Making contact with employee 1,208 5.95 999 8.66
8 General experience 1,214 5.98 727 6.30
9 Physical service provision 1,058 5.22 1,058 9.18
10 Digital possibilities 310 1.53 310 2.69
11 Price & quality 133 0.66 133 1.15

Sum 20,287 100 11,531 100

Table 3.6: Overview of main topics after undersampling the training data.

Main Topic Category ID Subtopic Train % Train U %

Employee attitude & behavior

1 Friendliness 3,773 16.74 890 6.69
2 Helpfulness 1,342 5.96 727 5.47
3 Genuine interest 671 2.98 671 5.05
4 Personal approach 156 0.69 156 1.17

Handling
5 Speed of processing 3,730 16.55 966 7.27
6 Correctness of handling 203 0.90 203 1.53
7 Objection & evidence 21 0.09 21 0.16

Information provision

8 Clarity of information 1,496 6.64 727 5.47
9 Quality of information 515 2.29 515 3.87
10 Communication 478 2.12 478 3.60
11 Integrity & fulfilling responsibilities 419 1.86 419 3.15
12 Keeping up to date 118 0.52 118 0.89

Knowledge & skills of employee
13 Solution oriented 1,504 6.67 727 5.47
14 Expertise 634 2.81 634 4.77
15 Quality of customer service 383 1.70 383 2.88
16 Professionalism 366 1.62 366 2.75

No topic found 17 No subtopic found 1,299 5.76 727 5.47

Processes
18 Ease of process 837 3.71 672 5.05
19 E�ciency of process 474 2.10 474 3.56

Making contact with employee
20 Waiting time 820 3.64 611 4.60
21 Availability of employee 262 1.16 262 1.97
22 Speaking to the right person 184 0.82 184 1.38

General experience 23 General experience subtopic 1,214 5.39 727 5.47

Physical service provision
24 Reception & Registration 710 3.15 710 5.34
25 Facilities 370 1.64 370 2.78
26 Opening hours & accessibility 16 0.07 16 0.11

Digital possibilities
27 Ease of use web & app 155 0.69 155 1.17
28 Functionalities web & app 147 0.65 147 1.11
29 Information provision web & app 107 0.47 107 0.80

Price & quality
30 Price & costs 129 0.57 129 0.97
31 Payout & return 4 0.02 4 0.03

Sum 22,537 100 13,296 100

Table 3.7: Overview of subtopics after undersampling the training data.



28 CHAPTER 3. METHODOLOGY

Large language models (LLMs) have been frequently used to generate synthetic data
for NLP tasks, particularly in contexts where data resources are scarce (Kumar et al.,
2020; Ye et al., 2022; Yoo et al., 2021). Data augmentation through synthetic data gen-
erated by LLMs has been shown to improve model performance for text classification
tasks, like topic classification and humor detection (Li et al., 2023). We distinguish the
zero-shot technique, where the model generates text or images with the desired labels
without receiving any real-world examples, and the few-shot technique, which involves
providing some examples to guide the model during the data generation process (Li
et al., 2023). OpenAI’s Generative Pretrained Transformer (GPT) models, includ-
ing GPT-4, are autoregressive models trained to predict the next token in a sequence
(Achiam et al., 2023). Transformer-based models will be described in more detail in
Section 3.2.3. The evolution of these models has been notable, with GPT-4 capable of
solving complex tasks and producing text that is almost indistinguishable from human-
generated content thanks to the model’s increased accuracy (Li et al., 2023). While
ChatGPT-3.5 is freely available, ChatGPT-4 can currently only be accessed by the
public for a monthly subscription fee. Utilizing GPT-4 for synthetic data generation
o↵ers several advantages, such as decreasing the time and costs associated with tra-
ditional data collection methods, minimizing human e↵ort and obtaining high-quality
data. Since GPT-4 can be directed with carefully designed prompts, privacy concerns
are mitigated as the output can be generated without including any personal informa-
tion. However, there are also some concerns of using LLMs, including the potential
environmental harm due to the computational demands of prompting these models,
biases inherent in the models and the possibility of generating repetitive output.

Figure 3.5: Synthetic data generation process.
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As previously mentioned, prompting is a key factor in receiving high-quality out-
put from the GPT model. Upon consultations with MarketResponse, we opted for the
zero-shot approach due to restrictions on using the existing dataset outside of the com-
pany’s internal system. The prompt structure of the model is composed of three parts:
(1) a context prompt to encourage the model to produce output resembling the target
domain, (2) a data generation prompt specifying the style, the corresponding label and
the word limit of the text output, and (3) a diversity prompt to ensure the model main-
tains variety and avoids repetition in the synthetic data output (Li et al., 2023). The
utilized prompt and the process of synthetic data generation can be observed in Figure
3.5. Before prompting the model, we identified the underrepresented subtopic labels
below the average distribution: Speaking to the right person, Correctness of Handling,
Functionalities web & app, Reception & Registration, Quality of information, Infor-
mation provision web & app, Availability of employee, Price & costs, Professionalism,
Opening hours & accessibility, Ease of use web & app, Keeping up to date, Integrity
& fulfilling responsibilities, Payout & return, Quality of customer service, Facilities,
Objection & evidence, E�ciency of process, Genuine interest, Expertise, Personal ap-
proach and Communication.

The online interface of GPT-42 was used to generate 50 additional feedback en-
tries for each underrepresented subtopic with a hand-crafted prompt and the zero-shot
technique. We limited the generation to 50 instances because prompting the model to
create more entries led to repetitive outputs and introduced irrelevant subtopics in the
text. Since the fourth generation of ChatGPT has long-term memory, i.e. it remembers
previous elements of the conversation, we initialized a new dialogue for each iteration.
In case of machine learning experiments the synthetic data underwent pre-processing,
which will be described in 3.2.2, before it was combined with the original training data
and used as input for model training. As a result of oversampling, the number of train-
ing examples increased from 15,621 to 16,721, while the validation and test sets were
left intact. The detailed overview of the training data after oversampling can be seen
in Table 3.8 and 3.9.

ID Main topic Train % Train O %
1 Employee attitude & behavior 5,077 25.03 5,177 24.21
2 Handling 3,829 18.87 3,929 18.37
3 Information provision 2,466 12.16 2,666 12.47
4 Knowledge & skills of employee 2,437 12.01 2,587 12.10
5 No topic found 1,299 6.40 1,299 6.07
6 Processes 1,256 6.19 1,306 6.11
7 Making contact with employee 1,208 5.95 1,308 6.12
8 General experience 1,214 5.98 1,214 5.68
9 Physical service provision 1,058 5.22 1,208 5.65
10 Digital possibilities 310 1.53 460 2.15
11 Price & quality 133 0.66 233 1.09

Sum 20,287 100 21,387 100

Table 3.8: Overview of main topics after oversampling the training data.

2https://chat.openai.com/

https://chat.openai.com/


30 CHAPTER 3. METHODOLOGY

Main Topic Category ID Subtopic Train % Train O %

Employee attitude & behavior

1 Friendliness 3,773 16.74 3,773 15.96
2 Helpfulness 1,342 5.96 1,342 5.68
3 Genuine interest 671 2.98 721 3.05
4 Personal approach 156 0.69 206 0.87

Handling
5 Speed of processing 3,730 16.55 3,730 15.78
6 Correctness of handling 203 0.90 253 1.07
7 Objection & evidence 21 0.09 71 0.30

Information provision

8 Clarity of information 1,496 6.64 1,496 6.33
9 Quality of information 515 2.29 565 2.39
10 Communication 478 2.12 528 2.23
11 Integrity & fulfilling responsibilities 419 1.86 469 1.98
12 Keeping up to date 118 0.52 168 0.71

Knowledge & skills of employee
13 Solution oriented 1,504 6.67 1,504 6.36
14 Expertise 634 2.81 684 2.89
15 Quality of customer service 383 1.70 433 1.83
16 Professionalism 366 1.62 416 1.76

No topic found 17 No subtopic found 1,299 5.76 1,299 5.50

Processes
18 Ease of process 837 3.71 837 3.54
19 E�ciency of process 474 2.10 524 2.22

Making contact with employee
20 Waiting time 820 3.64 820 3.47
21 Availability of employee 262 1.16 312 1.32
22 Speaking to the right person 184 0.82 234 0.99

General experience 23 General experience subtopic 1,214 5.39 1,214 5.14

Physical service provision
24 Reception & Registration 710 3.15 760 3.22
25 Facilities 370 1.64 420 1.78
26 Opening hours & accessibility 16 0.07 66 0.28

Digital possibilities
27 Ease of use web & app 155 0.69 205 0.87
28 Functionalities web & app 147 0.65 197 0.83
29 Information provision web & app 107 0.47 157 0.66

Price & quality
30 Price & costs 129 0.57 179 0.76
31 Payout & return 4 0.02 54 0.23

Sum 22,537 100 23,637 100

Table 3.9: Overview of subtopics after oversampling the training data.

3.2 Multi-Label Topic Classification

The goal of this study is to develop models capable of identifying the topic labels of
client feedback instances by comparing them against a predefined list of topics used
during training. This study aims to evaluate di↵erent classification techniques, assess
their e↵ectiveness on an imbalanced dataset and explore various data manipulation
strategies to balance this dataset. For the illustrated overview of our experiments,
please refer back to Figure 1.1 in Chapter 1. The subsequent sections will detail the
methodologies employed in both the machine learning approach using Support Vector
Machines (SVMs) (Cortes and Vapnik, 1995) and the transfer learning approach using
a fine-tuned Bidirectional Encoder Representations from Transformers (BERT) (Devlin
et al., 2018).

3.2.1 Data Cleaning

To ensure the data is free from noise and privacy-sensitive information, several data
cleaning steps were necessary. This process involved data anonymization and noise
filtering. In order to account for privacy sensitive information, names, locations, dates
and times, email-addresses and URLs were masked in the data. For named entities
removal, focusing on people and locations, SpaCy’s Named Entity Recogniser3 with

3https://spacy.io/api/entityrecognizer

https://spacy.io/api/entityrecognizer
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a pre-trained English pipeline4 was applied. The detected names and locations were
replaced with the placeholders ‘PERSON’ and ‘LOCATION’. Regular expressions were
used to find and replace email-addresses, URLs, dates and times with corresponding
placeholder tokens. Masking personal information is essential not only for the purpose
of protecting the identity of a↵ected stakeholders, but also for creating more gener-
alizable models. As a result of this step, models do not learn irrelevant connections
between frequently occurring named entitites and topic labels in the data. These steps
were implemented across the entire dataset to prepare it for both models’ input.

3.2.2 Conventional Machine Learning

In this study, we utilized Support Vector Machines (SVMs), a robust supervised ma-
chine learning algorithm. SVMs are e↵ective linear classifiers capable of addressing
regression, classification, and outlier detection problems (Cortes and Vapnik, 1995).
They are particularly suitable for high-dimensional spaces and have been successfully
applied to multi-label text classification tasks (de Carvalho and Freitas, 2009).

Before model training, the data must be prepared and transformed into a suitable
format for the machine learning algorithm. Common vectorization techniques include
TF-IDF, which converts text data into numerical vectors. These vectors capture the
relationships between words and their corresponding topic labels, allowing SVMs to
accurately predict topics for new text instances. The following sections will describe
the algorithm and the specific pre-processing and vectorization techniques used in this
study.

Support Vector Machines

SVMs operate by finding a separating hyperplane that serves as a decision boundary
dividing data instances into distinct classes within a high-dimensional feature space,
as shown in Figure 3.6. The optimal hyperplane is the one that divides the data into
distinct classes with the maximum margin, where the margin can be defined as the
distance between the nearest data points of each class – known as support vectors –
and the decision boundary itself. SVMs aim to maximize this margin while minimizing
the classification errors, thereby enhancing the model’s ability to predict the correct
labels of new, unseen data instances. Given that real-world data is often not perfectly
separable, the concept of a soft margin improves the model’s flexibility and leads to
better generalization. This approach allows some data points to violate the margin
constrains and fall on the incorrect side of the hyperplane, which is regulated by pa-
rameter C. In scenarios where data points are not linearly separable in the original
feature space, the “kernel trick” o↵ers a solution. By applying a kernel function, SVMs
can operate in a higher-dimensional feature space, implicitly mapping data points and
solving cases where the data cannot be linearly separated. Common kernels include
the linear, polynomial, radial basis function (RBF) and sigmoid kernels. The choice of
kernel changes the shape of the decision boundary and can significantly influence the
performance of the classifier (Gunn et al., 1998).

For this thesis, the linear Support Vector Machine5 is implemented due to its sim-
ple application for binary text classification tasks (Godbole and Sarawagi, 2004). The

4https://spacy.io/models/en
5https://scikit-learn.org/stable/modules/generated/sklearn.svm.LinearSVC.html

https://spacy.io/models/en
https://scikit-learn.org/stable/modules/generated/sklearn.svm.LinearSVC.html
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Figure 3.6: Hyperplanes in Support Vector Machines (Gandhi, 2018).

random state was set to 0 for reproducibility. SVMs are particularly suitable for text
categorization since they excel in high-dimensional spaces, which is a characteristic of
text data. They e↵ectively handle irrelevant features, sparse vector representations and
linearly separable classes, which are also typical in text processing. However, SVMs
may struggle with very large datasets due to computational demands, and have the
tendency to underperform when there is a significant overlap among classes (Joachims,
1998).

Data Pre-processing

Common techniques for preparing text data for TC include tokenization, stop word
removal, lemmatization (Kowsari et al., 2019), part-of-speech tagging, spelling cor-
rection (Spasic et al., 2012), case transformation, stemming and text normalization
(Noori, 2021). Determining which pre-processing steps to implement depends on the
characteristics of the task and dataset at hand.

These steps involved applying several text normalization techniques and testing
their impact using the validation set. The first step was the tokenization of text
data, which refers to the division of text into individual words. This step is required
for the subsequent vectorization of words, which makes the text data interpretable for
machines. The following pre-processing steps were carried out on the tokenized En-
glish data. All tokens were converted to their lowercase form to ensure consistency
and reduce the impact of capitalization variations. English stop words, which are
high-frequency words with little semantic meaning (e.g., “the”, “a”), were removed
using a stop list from the NLTK library6. This step was extended using a list of fre-
quent function words that are not related to specific topics. This list was defined
upon careful inspection of the dataset, and consist of 16 words that either contain un-
defined characters, are contracted verb forms (e.g., “’ll”, “’m”) or titles (e.g., “Mr.”,
“Mrs.”). Moreover, punctuation marks and digits were removed for noise reduc-
tion. Since nouns and verbs can take a variety of inflectional and derivational su�xes,
the base form (lemma) of words was preserved in the data. This process – known as
lemmatization – involves converting words to their dictionary entry form (Jurafsky
and Martin, 2009). As an optional step, code for spelling correction was devel-

6https://www.nltk.org/

https://www.nltk.org/
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oped but not implemented in this study. The rationale behind spelling correction is
to improve model generalizability by handling typographical and grammatical errors.
However, considering the data had undergone machine translation and manual correc-
tion in previous stages, it contains only a few spelling mistakes, therefore implementing
this step was unnecessary for our dataset.

Pre-processing Steps macro-averaged
Lowercase Stop words Punctuation Digits Lemmatize precision recall F1

0.76 0.46 0.55
3 0.75 0.46 0.55
3 3 0.74 0.47 0.56
3 3 3 0.74 0.47 0.56
3 3 3 3 0.74 0.47 0.56
3 3 3 3 3 0.76 0.46 0.55

Table 3.10: Impact of pre-processing steps on model performance with SVMs.

After privacy-sensitive information was masked, an ablation study was conducted
using the validation set to empirically determine the most e↵ective pre-processing tech-
niques for the study. During this process, we focused on the incremental addition of
steps and monitoring changes in the macro precision, recall and macro F1 scores using a
simple linear SVMs classifier with the one-step approach. The observed evaluation met-
rics – precision, recall and macro F1-score – will be described in Chapter 4. As shown
in Table 3.10, most techniques only slightly changed or did not influence the classifier’s
performance. Interestingly, lemmatization using a SpaCy pipeline adversely a↵ected
the macro F1-score, leading to the decision to exclude this step from pre-processing.
Finally, we only implemented lowercasing and stop words removal on the dataset for
SVMs input in order to maximize performance while minimizing the number of imple-
mented pre-processing steps.

Feature Representation with Bag of Words and TF-IDF

The Bag of Word (BoW) method is commonly utilized for converting text into a
numerical format. Introduced in 1954, BoW is constructed as a collection of words
that appear in a document, where the order of words is not taken into consideration
(Harris, 1954). Input sequences are transformed into vectors, with each vector indi-
cating the presence or absence of each vocabulary element in the text. While BoW
o↵ers a straightforward implementation, its major limitation is the loss of grammatical
and syntactic context, as it does not consider word order. This approach also fails to
capture the nuances in semantics that may di↵er depending on the context of the word,
which can be crucial for tasks like MLTC.

Developed in 1972, the Term Frequency-Inverse Document Frequency (TF-IDF)
method modifies the BoW approach by also evaluating the relative importance of each
word based on its frequency across the entire text corpus (Sparck Jones, 1972). This
technique consists of two components: TF indicates how frequently a word appears
within a document, while IDF shows the frequency of a word across all documents in
the dataset, thereby o↵ering a measure of how significant a word is.

The formula for calculating TF-IDF is as follows, where tfij is the term frequency
of the i

th word in the j
th document or text input, and idfi is the inverse document
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frequency of the i
th word.

wij = tfij ⇥ idfi

The outcomes of TF-IDF are sparse and long vectors, where each vector corresponds
to a unique word in the corpus, and dimensions correspond to the collection of words
in the vocabulary. With this method, function words like “the”, “more” and “but” are
assigned lower weights due to their high frequency across all the documents. Unlike
TF, TF-IDF provides insights into the relative importance of words by considering
their distribution across other feedback instances. However, it still does not capture
word order or semantic relationships between words, which is a significant limitation
for addressing complex NLP tasks like TC.

After pre-processing, we convert the tokenized text instances directly into TF-
IDF vectors using the TfidfVectorizer7 from scikit-learn (Pedregosa et al., 2011). This
method combines the steps of tokenization, building a vocabulary, and computing the
term frequencies and inverse document frequencies in one step. The TF-IDF transfor-
mation refines the initial representations by weighting the word frequencies, thereby
adjusting the data representation with insights about the word’s significance across all
feedback instances in the dataset.

SVMs: Hyper-parameter Tuning

The linear Support Vector Machines algorithm has several parameters, all of which
have an impact on the model’s performance. Key among these is the soft margin reg-
ularization parameter, denoted as C, which controls the trade-o↵ between achieving
correct classification of instances and maximizing the decision function’s margin. A
lower value of C results in a wider margin and allows more margin violations, thus
potentially increasing the model’s ability to generalize at the risk of more misclassifi-
cations. Another parameter is loss, which defines whether hinge loss or squared hinge
loss is used for the model. Lastly, parameter tol is a numeric value determining the
tolerance for stopping criteria (Chauhan et al., 2019). In order to optimize the model’s
parameters, an exhaustive search was conducted using the GridSearchCV8 tool from
the scikit-learn library (Pedregosa et al., 2011). The hyper-parameter search included
the following:

• C: The values 0.01, 0.1 and 1.0 were tested to determine the best trade-o↵ between
maximizing margin width and minimizing classification errors.

• loss: Options included ‘hinge’ and ‘squared hinge’. The former is the standard
loss setting, while the latter is its squared variant.

• tol: The tolerance values 1e-4, 1e-3, 1e-2 and 1e-1 were tested to balance com-
putational e�ciency against model accuracy.

The grid search was implemented to evaluate the combinations of these parameters
using a 10-fold cross-validation approach with the training data. This method im-
proves the reliability of the parameter optimization process by averaging results across

7https://scikit-learn.org/stable/modules/generated/sklearn.feature_extraction.text.
TfidfVectorizer.html

8https://scikit-learn.org/stable/modules/generated/sklearn.model_selection.
GridSearchCV.html

https://scikit-learn.org/stable/modules/generated/sklearn.feature_extraction.text.TfidfVectorizer.html
https://scikit-learn.org/stable/modules/generated/sklearn.feature_extraction.text.TfidfVectorizer.html
https://scikit-learn.org/stable/modules/generated/sklearn.model_selection.GridSearchCV.html
https://scikit-learn.org/stable/modules/generated/sklearn.model_selection.GridSearchCV.html
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di↵erent subsets of the data, thus reducing the potential for overfitting. The goal of
the search was to maximize the macro F1 score, a measure of classification accuracy
that considers both precision and recall, which is suitable for our imbalanced multi-
label dataset. These metrics will be further explained in Chapter 4. The optimized
hyper-parameters were then used to retrain the model and evaluate it using unseen
data instances in test set. The described optimization process was applied to both
one-step and two-step classification separately, which allowed us to compare di↵erences
in performance. The identified hyper-parameter values are C: 1, loss: squared hinge,
tol: 0.0001 for the one-step, and C: 1, loss: squared hinge, tol: 0.01 for the two-step
approach. We used these values to evaluate the model on the test set.

3.2.3 Transfer Learning and Fine-Tuning

Throughout the history of NLP research, traditional machine learning methods have
demonstrated notable e↵ectiveness in tasks like text classification. These approaches
however, share the same underlying principle that both training and test data inhabit
the same feature space and the same distribution. This assumption leads to challenges
when distributions vary, as previously trained systems tend to su↵er from degraded
performance and generally require complete retraining. Obtaining new labeled train-
ing data can be expensive, particularly when such data are rare or di�cult to acquire
(Pan and Yang, 2009). Transfer learning provides a solution to this issue by facilitating
the transfer of knowledge from one domain or task (source) to another (target). This
approach allows training and test data to originate from di↵erent but related domains
and tasks. Transfer learning proves particularly useful when high-quality labeled train-
ing data is scarce, yet there is an abundant amount of training data and pre-trained
systems available from a related domain (Weiss et al., 2016). In the realm of NLP,
sequential transfer learning is especially significant, which refers to tasks being learned
in a sequential order. In the pre-training stage the model learns representations of lan-
guage on a general task or domain, while in the second stage the acquired knowledge is
adapted to a new task or dataset (Ruder et al., 2019). Figure 3.7 shows the di↵erence
between conventional machine learning and the utility of transfer learning.

Figure 3.7: Traditional machine learning and transfer learning (Pan and Yang, 2009).
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Fine-tuning is a specific form of transfer learning, where certain layers of a pre-
trained model, developed for general language tasks, are adjusted for a specialized
target task (Howard and Ruder, 2018). In this thesis work, a transformer-based model,
initially trained on general tasks, was fine-tuned using the target domain training data
for MLTC of feedback statements from the governance domain.

Introduced in 2017, Transformer models have become state-of-the-art for language
modeling (Vaswani et al., 2017). They address several limitations of their predecessors,
the encoder-decoder Recurrent Neural Networks (RNNs) (Cho et al., 2014). These ar-
chitectures excel at transforming variable-length sequences into fixed-dimensional vec-
tor representations and then decoding them back into variable-length target sequences,
which was revolutionary for the field of machine translation. On the other hand, they
struggle with capturing long-range dependencies due to the vanishing gradient problem,
lack parallel processing capabilities and perform slowly. Additionally, encoder-decoder
RNNs are limited to unidirectional processing, meaning they process text input in only
one direction. Transformers overcome these challenges using the self-attention mech-
anism, which allows the model to capture contextual dependencies in both directions
of the input sequence, work with parallel processing and operate faster than RNNs
(Vaswani et al., 2017). The sections below introduce the architecture of Transformers,
then elaborate on the chosen pre-trained language model for this study, Bidirectional
Encoder Representations from Transformers (BERT) (Devlin et al., 2018).

Figure 3.8: Transformer architecture (Vaswani et al., 2017).
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The paragraphs below describe the general architecture of the Transformer, which
was introduced by Vaswani et al. (2017). The descriptions are based on the original
paper and the work of Alammar (2018a). At its core, the Transformer consists of
multiple layers arranged into encoder and decoder stacks, which are linked together.
Vaswani et al. (2017) use six stacks of encoding and decoding components in the original
paper, but this number can vary. Each encoder layer consists of two sub-layers. The
inputs first pass through a self-attention layer, which enables the encoder to consider
both preceding and succeeding tokens when encoding a specific token. The outputs
from the self-attention layer are then passed independently to a feed-forward neural
network. Figure 3.8 provides an overview with additional explanations related to the
model architecture. It shows that there are other components in the architecture the
Transformer relies on, namely the “Add & Norm” layers. Add stands for residual
connections around the sub-layers responsible for smooth gradient flow through the
network by preventing the vanishing gradient problem. The Norm part denotes layer
normalization, where the vector representations are normalized in each batch in order
to control the convergence stability (Voita, 2022).

The following sections explore the model’s architecture on a deeper level. Initially,
each input word is transformed into a vector using an embedding algorithm at the base
layer of the encoder. In order to maintain the order of words in input sentences, the
model employs positional encoding. This encoding generates a vector that is added
to each input embedding, ensuring that information about the sequence of words is
preserved. This combined vector then progresses through two sub-layers within the
first encoder: the self-attention layer and the feed-forward neural network. The encoder
layers iteratively refine the word representations, with every word undergoing a unique
path through the stack of encoders.

As previously introduced, self-attention is the core of the Transformer architecture,
enabling the model to encode the current token in relation to all other tokens within
the input sequence. This mechanism allows the model to dynamically adjust the repre-
sentation of a token based on its relationship with other tokens in the sentence (Voita,
2022). Three vectors – query, key and value – play crucial roles in the operation of the
self-attention mechanism. The first step is calculating these vectors for each word by
multiplying the embedding vectors with three trained matrices. In the second step, a
relevance score is calculated between each word and all other words in the sequence,
which determines the amount of focus that should be placed on other words in the in-
put. This score is derived from the dot product of the query vector of one word and the
key vector of every other word. To stabilize the gradients, these scores are then scaled
down by the square root of the dimension of the key vectors. These values are passed
through a softmax layer, which normalizes the values to ensure they are positive and
sum up to 1. Consequently, each value vector is multiplied by the obtained softmax
score with the aim to keep the values of highly relevant words intact and disregard
irrelevant words. Lastly, the weighted value vectors are summed up, which produces
the output of the self-attention layer for a given word, and the resulting vector can feed
into a feed-forward neural network. To optimize computational e�ciency, self-attention
calculations are performed using matrix operations. This involves constructing Query,
Key, and Value matrices by stacking the embeddings and multiplying them with their
respective trained weight matrices. The final self-attention outputs are then computed
e�ciently using these matrices, followed by the softmax operation, as illustrated in
Figure 3.9.
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Figure 3.9: Self-attention calculation in matrix form (Alammar, 2018a).

An important feature of the Transformer architecture is the multi-headed atten-
tion mechanism, which enhances to model’s ability to simultaneously address di↵erent
aspects of the input sequence. This mechanism operates by expanding the model’s
focus across multiple positions and introducing varied representational subspaces. In-
stead of relying on a single set of query, key and value weights, this mechanism divides
the attention into multiple independent “heads”. Each head performs self-attention
calculations using its own set of trained weight matrices, allowing the model to pro-
cess di↵erent dimensions of the input data simultaneously. The data is split across
these heads determined by the Query Size, which equals the Embedding Size divided
by the Number of Heads. This operation leads to Z matrices that are concatenated
and combined with an additional weights matrix before being processed through the
feed-forward neural network (Doshi, 2021). Figure 3.10 provides a visual representation
of the multi-headed attention mechanism. The dimensions of the data are influenced
by certain hyper-parameters, namely the embedding size, the query size, the number
of attention heads and the batch size (Doshi, 2021).

Figure 3.10: Multi-headed self-attention (Alammar, 2018a).



3.2. MULTI-LABEL TOPIC CLASSIFICATION 39

Fine-Tuning a Pre-trained BERT Model

Training a Transformer model from scratch requires a large collection of data, compu-
tational resources and a lot of time. Leveraging pre-trained language models (PTM)
o↵ers a reasonable alternative, since they can be fine-tuned for downstream NLP tasks
– such as topic classification – using a relatively small labeled dataset and less pro-
cessing power (Hadi and Fard, 2023). For this particular study, it has been decided to
fine-tune a Bidirectional Encoder Representations from Transformers (BERT) model
introduced by Google (Devlin et al., 2018). The model was chosen for this study due
to its state-of-the-art performance in various NLP tasks, including question answering
and text classification, achieved through bidirectional understanding of context (De-
vlin et al., 2018). It is particularly adaptable for downstream tasks with limited labeled
data, since fine-tuning the model does not require an extensive dataset (Weiss et al.,
2016). Moreover, studies have demonstrated the e↵ectiveness of BERT for multi-label
document- and text classification (Chang et al., 2020; Adhikari et al., 2019). Since
its introduction, BERT has been integrated into various platforms like Hugging Face,
which provides pre-trained models for deployment. The following sections describe this
particular transformer-based model in detail. Figure 3.11 is the simplified illustration
of a BERT model fine-tuned for the MLTC task.

Figure 3.11: BERT for multi-label topic classification, adapted from Alammar (2018b).

Pre-training BERT was carried out in a semi-supervised manner using a large unla-
beled dataset comprising the BooksCorpus and the English Wikipedia, totaling 16 GB
with 3.3 billion words (Khan, 2021). Unlike the standard encoder-decoder Transformer
architecture, the model utilizes a bidirectional encoder to learn contextual representa-
tions from text both before and after each word across all layers. The model training
involves two primary objectives: Masked Language Model (MLM) and Next Sentence
Prediction (NSP). With regards to MLM, random tokens are masked in the input,
and the model’s task is to predict the masked word by considering its left and right
context. Specifically, 80% of the tokens are replaced with a [MASK] token, 10% with
a random token, and the remaining 10% are left unchanged. The advantage of this
training objective is that the model is forced to learn the contextual relationships be-
tween words. The NSP task aims to enhance the model’s understanding of sentence
relationships, which is crucial for downstream tasks such as Question Answering and
Natural Language Inference. For BERT, a binary task was implemented where the
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model determines whether two sequentially presented sentences are consecutive (50%
of the time) or randomly paired (50% of the time) from the corpus. The input format
for this task is [CLS] 〈Sentence A〉[SEP] 〈Sentence B〉[SEP]. The special [CLS] token
marks the beginning of the input, while [SEP] acts as a special separator token between
input sequences (Devlin et al., 2018).

The BERTBASE model was chosen for this work since it balances high performance
and computational e�ciency. This model consists of 12 layers with 110 million pa-
rameters, and has 768 hidden units across 12 attention heads. It is configured with a
maximum input sequence length of 512 tokens, incorporates dropout for regularization,
and uses the Gaussian Error Linear Unit (GELU) activation function, which enhances
performance over traditional ReLU and ELU activations (Malte and Ratadiya, 2019).
BERT employs the WordPiece tokenization algorithm to handle unknown words more
e↵ectively by breaking them down into subwords that are part of the vocabulary (De-
vlin et al., 2018). The model is publicly available on the Hugging Face platform9 and
is considered state-of-the-art for several NLP tasks (Hadi and Fard, 2023). The model
does not di↵erentiate between lowercase and uppercase words in the input, which makes
it more computationally e�cient compared to the large BERT variant.

For both one-step and two-step classification approaches, some model settings were
standardized to facilitate a direct comparison of model performance across the exper-
imental setups. The number of training epochs is set to 5, the maximum sequence
length is 128, and the dropout rate is 0.1. A random seed was set to ensure the
reproducibility of experiments. Given the multi-labeled nature of the data, Binary
Cross-Entropy Loss (BCE) was employed instead of the traditional Cross Entropy loss.
BCE allows for the independent calculation of loss for each label, making it well-suited
for binary classification tasks within a multi-label context. Additionally, the sigmoid
activation function was used to derive output probabilities for each label, ensuring that
the probabilities are independent and range between 0 and 1. Labels with probabilities
above the defined threshold of 0.5 are classified as positive. The model architecture in-
corporates a BERT neural network supplemented by a dropout layer for regularization
and a linear layer for classification, with the Adam optimizer10 (Kingma and Ba, 2014)
and a StepLR scheduler11 used for weight adjustments to enhance model performance.
The validation set facilitates hyper-parameter tuning, while the test set is reserved for
the final model evaluation.

The initial step in processing involves preparing the privacy-masked data for model
input, whereby text data is first tokenized using the built-in WordPiece tokenizer of
BERT. This tokenizer converts feedback statements into lowercase and transforms them
into a uniform sequence length of 128 tokens using padding. Subsequently, topic labels
are encoded, and data batches are prepared for processing. The fine-tuning phase
begins, where the model learns to map input features to their corresponding topic labels
by constructing a vector space representation for each input sequence. During training,
the model’s objective is to minimize prediction errors and optimize weight parameters
to enhance overall performance. In the validation phase, the model assesses each unseen
input sequence and calculates the probability of a sequence belonging to each topic,
enabling classification across multiple labels.

Due to confidentiality agreements with MarketResponse, the data cannot be shared

9https://huggingface.co/google-bert/bert-base-uncased
10https://pytorch.org/docs/stable/generated/torch.optim.Adam.html
11https://pytorch.org/docs/stable/generated/torch.optim.lr_scheduler.StepLR.html

https://huggingface.co/google-bert/bert-base-uncased
https://pytorch.org/docs/stable/generated/torch.optim.Adam.html
https://pytorch.org/docs/stable/generated/torch.optim.lr_scheduler.StepLR.html
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with external parties, therefore using cloud-based platforms such as Google Colabo-
ratory12 that provide access to GPU and TPU resources was not possible. Conse-
quently, the experiments were conducted on a local setup featuring an 11th Gen In-
tel(R) Core(TM) i5-1145G7 @ 2.60GHz with a 16GB RAM.

BERT: Hyper-parameter Tuning

In the course of the research, hyper-parameter tuning was utilized to find the op-
timal configuration settings for the BERT model, with the help of the grid search
approach using the validation set. Hyper-parameter optimization was conducted both
with the one-step and two-step classification techniques to evaluate which approach
yields better performance outcomes. The following hyper-parameters were tuned in
the process:

• Batch size: The tested values were 8, 16, 32 and 64 to determine the optimal
number of training samples to process before updating the model parameters.

• Learning rate: We experimented with 2e-5 and 3e-5 values to determine the
rate at which the model learns from the training data.

These hyper-parameter values were chosen based on related literature (Liu and
Wang, 2021) and discussions with MarketResponse. Due to constraints in computa-
tional resources and time, a more extensive exploration of hyper-parameters was not
feasible. Each iteration of the hyper-parameter tuning process required a minimum of
14 hours on a local machine, which significantly limited the scope of experimentation.
The optimal set of parameters identified were batch size: 8, learning rate: 3e-5 for the
one-step approach, and batch size: 8, learning rate: 2e-5 for the two-step approach.
We proceeded with the final evaluation phase on the test data with this configuration.
Future research could include additional hyper-parameters, such as dropout rate, and
a wider spectrum of tested hyper-parameter values.

3.2.4 One-step versus Two-step Classification

Topic labels are organized in a tree-like structure in the dataset, with each main topic
having one or more corresponding subtopics. In this thesis work, we explore both one-
step and two-step classification methods. The one-step classification method assigns
all topic labels to a given text instance simultaneously. Although this approach has the
advantage of simplicity, learning to classify instances for 42 topic labels in a single step
might be challenging for models due to the complexity of the task.

Conversely, the two-step classification method, referred to as hierarchical classifica-
tion, decomposes the classification problem into smaller, more manageable tasks. This
means the model first predicts classes at the highest hierarchical level, followed by pre-
dicting lower-level distinctions within the initially predicted top-level categories. This
approach can enhance both accuracy and e�ciency by simplifying the classification
process into manageable stages (Dumais and Chen, 2000). In our study, the two-step
method first identifies the main topics, and then classifies the subtopics within these
main categories. For example, if Processes is identified as main topic for a feedback
instance in the first step, only its associated subtopics – which are Ease of process and

12https://colab.research.google.com/

https://colab.research.google.com/


42 CHAPTER 3. METHODOLOGY

E�ciency of Process – will be considered by the model in the second stage. Figure
3.12 illustrates the two-step classification process, where the first level focuses on the
main topic prediction and the second level on the corresponding subtopic prediction.

By implementing the two-step approach, we hypothesize that the models will per-
form with enhanced e�ciency due to the reduced number of labels at each stage. How-
ever, this method requires more computational resources and increases the total pro-
cessing time. It should also be noted that the errors predicted in the first step of the
two-step classification propagate to the second step, negatively a↵ecting the overall
performance. Despite these concerns, the modularity of the two-step approach may
result in improved performance outcomes. Both one-step and two-step methods were
applied using a conventional machine learning classifier and a transformer-based model
to assess the hypothesis. For both approaches, we first transformed the multi-labeled
data into a set of binary problems using the Binary Relevance approach, where the
presence or absence of each topic is indicated by 1 and 0, respectively (Gonçalves and
Quaresma, 2003). The main topics General experience and No topic found have only
one subtopic, thus the predictions for their subtopics were directly derived from the
main topic predictions in the second stage of the two-step method.

Figure 3.12: Two-step classification approach.



Chapter 4

Results

This chapter details the performance evaluation of the classification approaches in this
thesis, employing the aggregated macro-averaged precision, recall and F1-scores. The
sections below explain these scores based on the work of Jurafsky and Martin (2009),
unless indicated otherwise.

4.1 Evaluation Metrics

In the context of multi-label classification transformed into a set of binary classification
problems, the outcomes for each prediction are categorized as True Positives (TP), False
Positives (FP), True Negatives (TN) and False Negatives (FN).

Precision is calculated by taking the number of correctly predicted instances, and
dividing it by the sum of all TP and FP instances.

P =
TP

TP + FP

Recall is calculated by by taking the number of correctly predicted instances, and
dividing it by the sum of all TP and FN instances.

R =
TP

TP + FN

The F1-score is the harmonic mean of precision and recall values and serves as a
combined measure of these two metrics.

F1 = 2⇥ P ⇥R

P +R

Additionally, Hamming loss is used to measure the proportion of incorrectly pre-
dicted labels to the total number of labels and total number of classes. This value
ranges from 0 to 1, where a lower score indicates better performance. Hamming loss
is relevant for multi-label classification since it captures the average number of label
prediction errors per instance, o↵ering a complementary perspective to the metrics
introduced above (Tsoumakas and Katakis, 2007). It is calculated as follows:

HL =
1

n · L

nX

i=1

LX

j=1

I(yij 6= ŷij)
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In this formula n is the number of instances, and L is the number of labels in the
test set. yij is the true value, while ŷij is the predicted value of the j-th label for
the i-th instance. I is the indicator function, which is 1 if yij 6= ŷij and 0 otherwise
(Sorower, 2010).

Macro averaging means calculating the performance metrics – precision, recall and
F1-score – independently for each class and then averaging these scores. This approach
is particularly favourable when dealing with imbalanced datasets, as it assigns equal
weight to the performance for each class, regardless of class frequency. The evaluation
covers the performance on the test set, which contains 1,954 instances and 5,349 labels,
representing 10% of the complete dataset. The sections below present the results for
both the original dataset using one-step and two-step classification approaches with
hyper-parameter optimization, as well as the results with the undersampled and over-
sampled training sets. The evaluation focuses on the macro-averaged precision, recall
and F1-scores. The classification reports1 and Hamming loss2 values were created using
the scikit-learn package (Pedregosa et al., 2011).

4.2 Results

The evaluation scores are presented in light of the research questions. First intro-
ducing the results of the di↵erent classification algorithms with one-step and two-step
approaches on the original dataset, then presenting the outcomes after applying two
data adaptation techniques, namely undersampling and oversampling on the training
set. Since the complete result overview with all 42 classes is large, the full tables can be
found in the Appendix. The sections below provide an overview of the most meaningful
results, presented with the macro averaged precision (p), recall (r), F1-score (f) and
Hamming loss (hl).

4.2.1 Results: Original Dataset

Table 4.1 presents the results of classification algorithms trained on the original train-
ing set and tested on the test set. Both the SVMs and the fine-tuned BERT model
exhibited higher macro-averaged F1-scores using the two-step approach as compared to
the one-step approach, 0.56 and 0.65 respectively. The improvement is marginal for the
conventional machine learning model, showing only a 0.01 increase in the macro F1-
score, but more substantial for the transformer-based model, with a 0.04 increase in the
macro F1-score. One can observe that the fine-tuned BERT model with its advanced
architecture outperformed the SVMs model, achieving an F1-score of 0.65. However,
it is noteworthy that training the SVMs required less than 10 minutes, whereas fine-
tuning the BERT model necessitated a minimum of 14 hours on a local machine setup.
Considering computational requirements is essential in an industrial setting, where re-
sources are often limited.

A closer analysis of the SVMs’ performance reveals that the results for the main top-
ics were consistent across both one-step and two-step approaches. Nonetheless, there is
a noticeable increase in model performance for several underrepresented subtopics with

1https://scikit-learn.org/stable/modules/generated/sklearn.metrics.classification_
report.html

2https://scikit-learn.org/stable/modules/generated/sklearn.metrics.hamming_loss.html

https://scikit-learn.org/stable/modules/generated/sklearn.metrics.classification_report.html
https://scikit-learn.org/stable/modules/generated/sklearn.metrics.classification_report.html
https://scikit-learn.org/stable/modules/generated/sklearn.metrics.hamming_loss.html
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Classifier Setup macro-averaged
p r f hl

SVMs One-step classification + original training set 0.73 0.46 0.55 0.033
SVMs Two-step classification + original training set 0.71 0.49 0.56 0.034
BERT One-step classification + original training set 0.70 0.56 0.61 0.026
BERT Two-step classification + original training set 0.67 0.63 0.65 0.027

Table 4.1: Results on the original dataset concerning macro-averaged precision (p),
recall (r), F1-score (f) and Hamming loss (hl).

the two-step approach, such as Professionalism, Facilities, Personal approach, Com-
munication, Speaking to the right person, Quality of information, Quality of customer
service, Keeping up to date and Correctness of handling. For the fine-tuned BERT
model, the implementation of the two-step approach led to an increase in macro recall
(up to 0.63) and F1-score (up to 0.65). The improvements are noteworthy for subtopics
such as Availability of employee, Reception & Registration and Ease of use web & app,
suggesting that the two-step approach facilitates a more nuanced and e↵ective han-
dling of topic categories. It can be concluded that on the original dataset, the two-step
approach with a fine-tuned BERT model provides superior performance.

The classifiers were able to predict the majority of topic labels with reasonable
performance. Subsequently, we aimed to further increase the models’ performance using
data adaptation techniques. The experiments continued with the additional training
sets created through undersampling and oversampling described in Chapter 3. These
experiments exclusively utilized the two-step approach, since it has proven to be more
advantageous over the one-step approach on the original dataset. In the next steps
we employed the same optimized hyper-parameters previously established based on the
original dataset.

4.2.2 Results: Undersampled Dataset

As part of the data adaptation techniques, it has been decided to implement under-
sampling to reduce the impact of overrepresented subtopic classes in the training set
until they reach the average distribution. The best performing classifier concerning this
approach remains the fine-tuned BERT model, as shown in Table 4.2.

Classifier Setup macro-averaged
p r f hl

SVMs Two-step classification + original training set (baseline) 0.71 0.49 0.56 0.034
SVMs Two-step classification + undersampled training set 0.65 0.51 0.56 0.038
BERT Two-step classification + original training set (baseline) 0.67 0.63 0.65 0.027
BERT Two-step classification + undersampled training set 0.59 0.64 0.61 0.037

Table 4.2: Results on the undersampled dataset concerning macro-averaged precision
(p), recall (r), F1-score (f) and Hamming loss (hl).

It is worth noting that in case of SVMs, the model performance only slightly changed
when compared to the results on the original training set. There is an observable
decrease in the macro precision (down to 0.65) and increase in the macro recall (up
to 0.51), resulting in the same 0.56 macro F1-score as with the original training set.
When observing the scores for each class individually, we notice a moderate decrease in
the F1-scores for the undersampled subtopics, and a moderate increase in the F1-scores
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for the underrepresented topics, meaning the performance is more balanced across the
subtopics. We may conclude that SVMs perform with a similar success rate when less
amount of training data is available, and the data is more balanced across the classes.

As for the fine-tuned BERT model, there is a drop in the macro precision (down to
0.59) and a slight increase in macro recall (up to 0.64), which results in a 0.04 lower
macro F1-score compared to the original training set. The Hamming loss increased from
0.027 to 0.037, indicating a higher rate of incorrect label predictions per sample, which
is an undesirable outcome for multi-label classification. As for the a↵ected classes,
many topics show an increase in recall at the expense of precision. Some topics with
low representation, such as Opening hours & accessibility and Payout & return, showed
no improvement and continued to have low F1-scores, highlighting that undersampling
alone may not be su�cient to improve classifier performance on rare classes.

With this particular setting, the fine-tuned BERT model with the two-step approach
still outperforms the SVMs model, but the gap between their macro F1-scores has
decreased. The undersampling technique helps in improving recall by addressing class
imbalance, but it also introduces a trade-o↵ with precision, leading to more overall
misclassifications, as evidenced by the increase in Hamming loss values.

4.2.3 Results: Oversampled Dataset

We have also explored another data adaptation technique – oversampling – to augment
the representation of underrepresented subtopic classes. The rationale for oversampling
is that increasing the instance count for infrequent classes can positively impact model
performance. We utilized GPT-4, an open-source generative language model, to create
synthetic data instances. The synthetic data was merged with the original training
data to create an enriched training set. Our findings indicate that the most optimal
model configuration is the fine-tuned BERT model employing the two-step classification
approach with the oversampled dataset, as shown in Table 4.3.

Classifier Setup macro-averaged
p r f hl

SVMs Two-step classification + original training set (baseline) 0.71 0.49 0.56 0.034
SVMs Two-step classification + oversampled training set 0.71 0.49 0.57 0.033
BERT Two-step classification + original training set (baseline) 0.67 0.63 0.65 0.027
BERT Two-step classification + oversampled training set 0.69 0.66 0.66 0.027

Table 4.3: Results on the oversampled dataset concerning macro-averaged precision
(p), recall (r), F1-score (f) and Hamming loss (hl).

When comparing the performance metrics of the SVMs model on both the original
and oversampled datasets, we observed a marginal improvement in the macro F1-score,
which increased to 0.57, alongside a reduction in the Hamming loss to 0.033. The
oversampling strategy has generally enhanced model performance, particularly for the
underrepresented classes, by improving either recall, precision, or both metrics. This
resulted in higher F1-scores for several underrepresented subtopic classes, including In-
formation provision web & app, Quality of information, Functionalities web & app and
Speaking to the right person. The performance metrics for classes not directly impacted
by oversampling remained relatively stable between the two datasets. Regarding the
fine-tuned BERT model, an increase is notable in the macro precision (up to 0.69),
resulting in a macro F1-score of 0.66 and a Hamming loss value of 0.027. Overall,
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oversampling has proven to e↵ectively enhance the BERT model’s sensitivity, particu-
larly increasing the recall for initially underrepresented classes such as Keeping up to
date, Price & costs, Availability of employee, Correctness of handling and Speaking to
the right person. The detailed overview of results for the best performing classification
setup can be observed in Figure 4.4, tables for other models are in the Appendix.

Topic Precision Recall F1-score Support
1 Making contact with employee 0.73 0.88 0.80 144
2 Processes 0.83 0.78 0.81 165
3 Digital possibilities 0.82 0.51 0.63 35
4 General experience 0.77 0.71 0.74 165
5 Information provision 0.79 0.83 0.81 313
6 Employee attitude & behavior 0.93 0.90 0.91 617
7 Handling 0.82 0.81 0.81 477
8 No topic found 0.70 0.49 0.57 173
9 Knowledge & skills of employee 0.78 0.75 0.77 284
10 Price & quality 0.38 0.33 0.36 15
11 Physical service provision 0.74 0.79 0.76 142
12 Waiting time 0.81 0.88 0.84 99
13 Speaking to the right person 0.68 0.95 0.79 22
14 Correctness of handling 0.61 0.50 0.55 22
15 Functionalities web & app 0.64 0.53 0.58 17
16 Ease of process 0.75 0.73 0.74 106
17 Reception & Registration 0.74 0.78 0.76 97
18 Friendliness 0.95 0.95 0.95 454
19 Quality of information 0.74 0.72 0.73 67
20 Information provision web & app 0.83 0.42 0.56 12
21 Clarity of information 0.82 0.88 0.85 197
22 Solution oriented 0.75 0.76 0.75 181
23 Availability of employee 0.51 0.74 0.61 31
24 Price & costs 0.38 0.36 0.37 14
25 Speed of processing 0.81 0.81 0.81 467
26 Professionalism 0.88 0.78 0.82 36
27 Opening hours & accessibility 0.14 1.00 0.25 1
28 Ease of use web & app 0.71 0.28 0.40 18
29 Keeping up to date 0.60 0.40 0.48 15
30 Integrity & fulfilling responsibilities 0.70 0.59 0.64 54
31 Payout & return 0.00 0.00 0.00 1
32 No subtopic found 0.70 0.49 0.57 173
33 Quality of customer service 0.82 0.68 0.74 47
34 Facilities 0.73 0.67 0.70 49
35 Objection & evidence 0.33 0.25 0.29 4
36 General experience subtopic 0.77 0.71 0.74 165
37 E�ciency of process 0.85 0.77 0.81 66
38 Genuine interest 0.83 0.83 0.83 81
39 Expertise 0.67 0.63 0.65 75
40 Helpfulness 0.83 0.73 0.78 172
41 Personal approach 0.73 0.35 0.47 23
42 Communication 0.56 0.79 0.66 53

macro avg 0.69 0.66 0.66 5349
weighted avg 0.80 0.78 0.79 5349
hamming loss 0.027 5349

Table 4.4: Results overview on the oversampled dataset using two-step classification
with BERT after hyper-parameter optimization.
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4.2.4 Results: Concluding Remakrs

Before continuing with a more detailed analysis, some conclusions can be drawn about
the optimal model configuration. When observing the results on the original dataset,
the fine-tuned BERT model outperformed the conventional SVMs model. These ex-
periments also confirmed that both classifiers benefit from the two-step classification
approach. The transformer-based model performed best on the oversampled dataset,
reaching an F1-score of 0.66 and a Hamming loss value of 0.027.

The next section provides an in-depth error analysis of the best-performing model.
The error analysis aims to discover specific misclassification issues and recurring error
patterns, which are essential for refining the model’s performance in future research
and promote explainability. Understanding these patterns can also help in tailoring
future modeling strategies to mitigate these errors, thereby enhancing overall model
performance.

4.3 Error Analysis

As stated above, this section aims to analyze the predictions of the most e�cient model
configuration in more detail. Specifically, we examine the performance of the fine-tuned
BERT model that employs the two-step classification approach and was trained on the
oversampled training dataset.

The error analysis is composed of a quantitative and qualitative part. In the quan-
titative section, we inspect the confusion matrices illustrating the alignment between
the gold labels and the predicted labels. Due to the multi-labeled nature of the data,
there is a separate confusion matrix created for each class. Figure 4.1 displays the
confusion matrices for main topic labels and Figure 4.2 for subtopic labels. The ex-
amples introduced in this chapter are fabricated to preserve the confidentiality of the
data. The analysis is structured by the frequency distribution of the classes in the
test set, starting with the most frequent class and progressing to the least frequent
one. First, we focus on the main topic, then on the subtopic predictions. Subtopics
related to the same main topic are grouped together in the analysis. The qualitative
part aims to summarize the underlying reasons for classification errors and provide
recommendations for improving the model.

4.3.1 Quantitative Analysis

Analysis of Main Topic Predictions

When observing the precision, recall and F1-scores for the main topics shown in Table
4.4, it is notable that the F1-scores range between 0.36 and 0.91. The model exhibits
lower performance for classes with fewer instances, such as Digital possibilities and
Price & quality, compared to classes with higher representation like Handling or Em-
ployee attitude & behavior. Precision is higher than recall for the majority of main topic
classes, which is likely to be the result of the imbalanced class distribution. In the fol-
lowing analysis, we aim to gain a better understanding of the strengths and weaknesses
of the model by observing the classification errors across di↵erent main topic classes.
The confusion matrices for main topic labels are shown in Figure 4.1.
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Employee attitude & behavior
This is the most frequently occurring label in the test set, with 617 positive instances
in the gold data. The model made 105 classification errors, composed of 42 FP and
63 FN instances. The model most frequently confused this main topic with Knowledge
& skills of employee (18 times), Handling (16 times) and Information provision (11
times), as the examples illustrate below.

• “The workers were friendly and you were treated properly.” – misclassified as
Knowledge & skills of employee

• “It’s great to have people available who are willing to discuss and assist you.” –
misclassified as Knowledge & skills of employee and General experience

• “I don’t understand why I need to make an appointment if I’m only going to be
helped 30 minutes later.” – misclassified as Handling

• “I asked for certain information, which they searched for and provided to me
accurately.” – misclassified as Information provision

Handling
As the second most frequent main topic label in the test set, this class has 477 positive
instances in the gold test data. The model made 87 FP and 93 FN predictions, totalling
180 misclassified instances. Most commonly the model confused this topic with Making
contact with employee (25 times), Processes (19 times) and Information provision (16
times), see the examples below.

• “I had to wait 50 minutes before my turn. Is there a chance to improve the tool
that predicts the length of all appointments?” – misclassified as Making contact
with employee

• “I was expecting them to contact me on DATE but I’m still waiting for that call.”
– misclassified as Making contact with employee

• “We received quick and professional assistance, and the woman who helped us
even went the extra mile to ensure we didn’t need to return for a second visit.”
– misclassified as Processes

• “The information I requested was accurately researched and provided.” – mis-
classified as Information provision

Information provision
This topic ranks as the third most frequent main topic label in the test set, having
313 positive examples in the test data. The model incorrectly classified 121 instances,
including 67 FP and 54 FN. It most often mixed up this topic with Handling (11 times),
Knowledge & skills of employee (9 times) and Physical service provision (8 times), as
illustrated in the examples below.
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Figure 4.1: Confusion matrices for main topics using the fine-tuned BERT model with
two-step classification on the oversampled dataset.

• “There was about a half-hour gap between my appointment time and when I was
actually assisted.” – misclassified as Handling

• “I wasn’t assisted and had to email another department, which hasn’t responded
yet.” – misclassified as Knowledge & skills of employee

• “I received the most suitable answer for my needs.” – misclassified as Knowledge
& skills of employee

• “I was told to mail the forms instead of submitting them in person at the o�ce,
which has delayed my registration.” – misclassified as Physical service provision
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Knowledge & skills of employee
This main topic appears 284 times as positive examples in the test data. The model
misclassified 129 instances, with 59 FP and 70 FN. The model frequently confused this
topic with Employee attitude & behavior (26 times), Handling (19 times) and Processes
(10 times), as shown in the examples below.

• “I am from LOCATION where customer service is often poor. Here, you are
treated with respect and without any judgement. It’s truly excellent.” – misclas-
sified as Employee attitude & behavior

• “The lady provided a clear and thorough explanation, taking great care.” – mis-
classified as Employee attitude & behavior

• “The workers are helpful, and the service works fast.” – misclassified as Handling
and Employee attitude & behavior

• “Extremely accommodating and empathetic, eager to meet the needs and goes
the extra mile to serve customers.” – misclassified as Processes and Employee
attitude & behavior

No topic found
This main topic is present 173 times as positive in the gold data. The model incorrectly
classified the topic in 129 cases, consisting of 36 FP and 89 FN. The model often mis-
takenly identified this topic as Information provision (19 times), Handling (14 times)
and Physical service provision (12 times), as demonstrated by the examples below.

• “Terms and choices were clarified.” – misclassified as Information provision

• “I had to talk to too many workers on the phone.” – misclassified as Information
provision

• “Adopt a paperless system. If someone sets an appointment, they should be at-
tended to at the scheduled time. We ended up waiting for 40 minutes in line
before an employee could see us. A week after our appointment, we received a
notification that my husband was still not registered!” – misclassified as Handling
and Information provision

• “A clearer signage indicating the locations of the counter rooms and the meeting
rooms would be helpful.” – misclassified as Physical service provision

Processes
The main topic has 165 positive instances in the test set. The model misclassified
a total of 36 instances, including 26 FP and 36 FN examples. The most common
incorrect classification patterns of the model are Handling (13 times), Making contact
with employees (8 times) and Knowledge & skills of employee (5 times), as illustrated
below.
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• “The entire process was very smooth.” – misclassified as Handling

• “At last, an employee who was willing to thoroughly investigate my question.
Before this, I had called four times for the same issue, always being told to wait
or call back.” – misclassified as Making contact with employee

• “Easily reachable.” – misclassified as Making contact with employee

• “I’ve visited the o�ce of LOCATION three times now, and the service has been
excellent each time!” – misclassified as Knowledge & skills of employee

General experience
The main topic has 165 positive examples in the test data. The model made 83 clas-
sification errors, composed of 35 FP and 48 FN instances. Most commonly the model
confused this topic with No topic found (14 times), Knowledge & skills of employee (9
times) and Employee attitude & behavior (6 times).

• “Everything was fine.” – misclassified as No topic found

• “It was fine, I have been through worse.” – misclassified as No topic found

• “I was happy when an employee came to help me out with getting a waiting
number.” – misclassified as Knowledge & skills of employee

• “The lady fully understood the issue and patiently responded, making sure I
understood her instructions correctly.” – misclassified as Employee attitude & be-
havior

Making contact with employee
This particular topic has 144 positive instances in the gold data. There is a total of
64 misclassifications by the system, including 46 FP and 18 FN instances. The model
had the tendency to confuse this topic with Handling (8 times), Knowledge & skills
of employee (3 times) and Information provision (2 times), as shown by the examples
below.

• “We got in contact quickly and I received accurate information.” – misclassified
as Handling

• “Display more availability in the calendar; many future dates are blocked. Con-
sider opening the calendar for at least three months. It took me a month to get
an appointment scheduled, and even phone assistance was of no help.” – misclas-
sified as Handling

Physical service provision
This main topic has 142 positive occurrences in the test data. The model misclassified
70 instances, resulting in 40 FP and 30 FN instances. Most commonly the model con-
fused this labels with Making contact with employee (12 times), Information provision
(9 times) and Handling (7 times), see the examples below.



4.3. ERROR ANALYSIS 53

• “Welcoming and calm guidance, clear explanations, and helpful answers.” – mis-
classified as Information provision

• “Warm welcome, clear explanation about the QR code. The lady at the desk
was also very kind and provided great assistance.” – misclassified as Information
provision

• “My passport photo was rejected for a driver’s license, yet the same photo was
accepted for my passport six months earlier. Isn’t that odd?” – misclassified as
Handling

• “It should be more clearly marked what waiting rooms A and B are. The woman
at the counter was friendly, but she spoke so quickly that I had to ask her to
repeat herself.” – misclassified as Handling

Digital possibilities
This class appears 35 times in the test data. The model made 21 classification mistakes,
including 4 FP and 17 FN cases. The model most frequently confused this topic label
with Information provision (6 times), Handling (5 times) and No topic found (2 times),
illustrated below.

• “The employee was able to explain many things. She only didn’t know how to
answer questions about the app.” – misclassified as Information provision

• “It’s often hard to find available times at the city center o�ce. I had to frequently
check online for openings.” – misclassified as Handling

• “The website provides a lot of information and allows for quick appointment
scheduling, taking only a few minutes.” – misclassified as Handling

• “It all depends if you ‘click’ with someone or not.” – misclassified as No topic
found

Price & quality
This is the least frequent main topic in the test data, with 15 instances. The model
misclassified it 18 times, including 8 FP and 10 FN cases. Most often the instances
were confused with Making contact with employee (4 times), Processes (2 times) and
Handling (2 times), as illustrated below.

• “I had to wait for 50 minutes to renew my passport. Could you adjust the tool
used for estimating the waiting time?” – misclassified as Making contact with em-
ployee

Analysis of Subtopic Predictions

In the following paragraphs we inspect the recurring misclassification patterns for
subtopic labels. As detailed in Table 4.4, the F1-scores for subtopics di↵er on a large
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spectrum, ranging from 0 to 0.95. Mirroring the trend observed with main topics,
the model demonstrates robust classification capabilities for subtopics that are well-
represented in the training set, such as Friendliness and Speed of processing. Con-
versely, it displays notable deficiencies in handling underrepresented classes like Payout
& return and Opening hours & accessibility. The balance between precision and re-
call varies across subtopic labels, displaying no consistent trend in whether precision
or recall predominates. The subsequent analysis aims to categorize these classification
errors to uncover underlying patterns and possible explanations for misclassifications.
The confusion matrices for subtopics can be observed in Figure 4.2. This section does
not discuss the subtopics for No topic found and General experience, since for these
main topics the subtopic prediction is directly derived from the main topic prediction.

Subtopics within Employee attitude & behavior
The subtopics Friendliness, Helpfulness, Genuine interest and Personal approach are
categorized under this main topic. For Friendliness, there were 23 FP and 23 FN. For
Helpfulness, the model registered 25 FP and 46 FN, with Genuine interest had 14 FP
and 14 FN and Personal approach had 3 FP and 15 FN classification errors. The main
tendency of the model is to confuse these subtopics with each other. For instance, there
are 22 instances where the model incorrectly predicted only Friendliness when both
Friendliness and Helpfulness were indicated in the gold data. The following examples
highlight typical cases of misclassification.

• “I was satisfied with the assistance I received; the employees were both friendly
and helpful.” – assigned Friendliness instead of Friendliness and Helpfulness

• “Excellent, timely and polite sta↵.” – assigned Speed of processing instead of
Friendliness and Speed of processing

• “I received personal assistance and they thought along with me.” – assigned
Genuine interest instead of Solution oriented, Personal approach and Genuine
interest

Subtopics within Handling
The subtopics Speed of processing, Correctness of handling and Objection & evidence
are part of this main topic. For Speed of processing, there are 87 FP and 88 FN in-
stances, 7 FP and 11 FN for Correctness of handling and 2 FP and 3 FN for Objection
& evidence. The model shows the trend of confusing Speed of processing with Ease of
process (16 times) and Waiting time (14 times). The subtopic Correctness of handling
is sometimes confused with Friendliness (3 times). The examples below illustrate these
misclassification patterns.

• “It was easy to apply for the document and the postman delivered it fast.” –
assigned Ease of process instead of Speed of processing

• “You shouldn’t make people wait in the lobby for such a long time” – assigned
Waiting time instead of Speed of processing
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Figure 4.2: Confusion matrices for subtopics using the fine-tuned BERT model with
two-step classification on the oversampled dataset (part I).



56 CHAPTER 4. RESULTS

Figure 4.2: Confusion matrices for subtopics using the fine-tuned BERT model with
two-step classification on the oversampled dataset (part II).
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• “The employee was very open and friendly throughout the whole process.” –
assigned Friendliness instead of Friendliness, Correctness of handling, Speed of
processing

Subtopics within Information provision
The subtopics Clarity of information, Quality of information, Integrity & fulfilling re-
sponsibilities, Communication and Keeping up to date belong to this main topic. For
the label Clarity of information the model predicted 38 FP and 23 FN instances, 17
FP and 19 FN for Quality of information, 14 FP and 22 FN for Integrity & fulfilling
responsibilities, 33 FP and 11 FN for Communication, and 4 FP and 9 FN for Keep-
ing up to date. A common patter is confusing the subtopic labels belonging to this
main topic with one another, for example the model mistook Quality of information
for Clarity of information 4 times. The examples below illustrate the model’s behavior
for these subtopics.

• “I don’t understand why it’s an obligation to translate all the documents for
the application. Why can’t you accept my Spanish birth certificate?” – assigned
Communication instead of Quality of information and Clarity of information

• “Only half an hour passed between the appointment and the time I was given
help.” – assigned Speed of processing instead of Integrity & fulfilling responsibili-
ties

• “Nobody has helped me so far. I sent an email to another department and got
no reply.” – assigned Solution oriented instead of Communication

Subtopics within Knowledge & skills of employee
This main topics has four associated subtopics: Solution oriented, Expertise, Quality of
customer service and Professionalism. The model made 47 FP and 43 FN predictions
for Solution oriented, 23 FP and 28 FN predictions for Expertise, 7 FP and 15 FN for
Quality of customer service, and 4 FP and 8 FN for Professionalism. When observing
the misclassifications, it is notable that the model often predicts the overrepresented
Speed of processing instead of the smaller Expertise (10 time) or Solution oriented
(10 times). The model also tends to confuse Professionalism with Expertise, as the
examples show below.

• “I have been provided professional help.” – assigned Expertise instead of Profes-
sionalism

• “The sta↵ member quickly understood what I want and helped me fast.” – as-
signed Speed of Processing instead of Speed of processing and Expertise

• “The sta↵ was helpful and kind, there was no queue, the case was closed fast.” –
assigned Speed of processing and Helpfulness instead of Solution oriented

Subtopics within Processes
The subtopics Ease of process and E�ciency of process belong to this main topic.
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The model made 25 FP and 29 FN misclassifications for Ease of process, and 9 FP
and 15 FN misclassifications for E�ciency of process. The model has the tendency to
confuse these subtopics with the better represented Speed of processing. This happened
10 times for Ease of process and 5 times for E�ciency of process, as the examples
illustrate below.

• “I could only reach the central o�ce after calling three times” – assigned Speed
of processing instead of E�ciency of process

• “It would be better if you extended the opening hours and hired more sta↵. You
should consider employing part-time students, making the process faster.” – as-
signed Speed of processing instead of Ease of process, Availability of employee,
Expertise

Subtopics within Making contact with employee
This main topic has three associated subtopics, these are Waiting time, Availability of
employee and Speaking to the right person. We can find 21 FP and 12 FN instances for
Waiting time, 22 FP and 8 FN for Availability of employee, and 10 FP and 1 FN for
Speaking to the right person. The observed misclassifications suggest that the model
often mistakes Waiting time and Availability of employee for Speed of processing (6 and
3 times respectively). The examples below illustrate this trend.

• “It was my turn without having to wait for long” – assigned Speed of processing
instead of Waiting time and Speed of processing

• “You should indicate more availability options in your calendar.” – assigned Speed
of processing instead of Availability of employee

Subtopics within Physical service provision
This main topic has three corresponding subtopics, namely Reception & Registration,
Facilities and Opening hours & accessibility. The model had 27 FP and 21 FN predic-
tions for Reception & Registration, 12 FP and 17 FN predictions for Facilities, and 6
FP predictions for Opening hours & accessibility. The model often confused Reception
& Registration with Speaking to the right person (8 times), Facilities with Availability
of employee (5 times), see the examples below.

• “If you come with a less frequently asked question, it is sometimes di�cult to
reacht the right department.” – assigned Speaking to the right person instead of
Speaking to the right person and Availability of employee

• “The location is easily accessible for people with a wheelchair.” – assigned Facil-
ities instead of Facilities and Availability of employee

Subtopics within Digital possibilities
The second smallest main topics has three associated subtopics: Ease of use web &
app, Functionalities web & app and Information provision web & app. There are 2
FP and 13 FN predictions for Ease of use web & app, 5 FP and 8 FN predictions for
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Functionalities web & app, and 1 FP and 7 FN predictions for Information provision
web & app. The model tends to confuse these subtopic labels with one another, as the
examples demonstrate below.

• “There should be a digital calendar to facilitate appointment scheduling.” – as-
signed Functionalities web & app instead of Functionalities web & app and Ease
of use web & app

• “The explanations for passport photo requirements are di↵erent online than in
person.” – assigned Functionalities web & app instead of Information provision
web & app

Subtopics within Price & quality
The two subtopics Price & costs and Payout & return belong to this main topic. There
are 8 FP and 9 FN predictions for Price & costs, and 1 FN for Price & costs. Since
both topics are strongly underrepresented in the dataset, the model most often missed
to assign a positive label to them, as the example shows below.

• “The waiting time was 40 minutes before my turn. Can you use a time estima-
tion tool for all appointments?” – assigned Waiting time instead of Waiting time,
Price & costs, Speed of processing

4.3.2 Qualitative Analysis

The quantitative error analysis of the best-performing classifier configuration provided
insights into the major misclassification patterns. First, we inspected the common clas-
sification errors between main topics, then between subtopics. The paragraphs below
provide an overview of the identified issues and corresponding recommendations to ad-
dress them.

Quality of Annotations

A significant problem we identified is the reliance on a rule-based system for an-
notating the data provided by the company for model training and evaluation. This
system assigns labels based on the presence of specific keywords; “online” or “click”
trigger the assignment of the Digital possibilities topic, “friendly” corresponds to the
label Friendliness, and the word “quickly” is associated with Speed of processing. While
the rule-based system provides appropriate labels for the majority of instances, there
are several cases where annotations are incorrect. This is mainly because the system
fails to capture context and implicit meaning. For example, the feedback “We clicked
with the sta↵ member right away” refers to Employee attitude & behavior rather than
Digital possibilities. The rule-based system also struggles to correctly label long feed-
back instances mentioning a wide range of topics, since it is limited to only assign a
maximum of 6 labels per instance.

Inconsistency in the annotations is another concern. The test set contains instances
with similar content but di↵erent labels. For example, clients often mention that “ev-
erything went smoothly” when describing the experience of visiting the governmental
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institution. Such feedback statements sometimes received the label Speed of process,
while in other cases the label Ease of process, or a combination of both. When referring
to the professional attitude of an employee, we often find the labels Professionalism
and Expertise inconsistently used for annotation.

Topic # FP # Verified FP # FN # Verified FN % Error
1 Making contact with employee 46 24 18 14 40.62
2 Processes 26 10 36 27 40.32
3 Digital possibilities 4 1 17 13 33.33
4 General experience 35 28 48 27 33.72
5 Information provision 67 49 54 37 28.93
6 Employee attitude & behavior 42 25 63 48 30.48
7 Handling 87 53 93 74 29.44
8 No topic found 36 24 89 28 58.4
9 Knowledge & skills of employee 59 42 70 61 20.16
10 Price & quality 8 5 10 3 55.56
11 Physical service provision 40 25 30 13 45.71
12 Waiting time 21 7 12 10 48.48
13 Speaking to the right person 10 4 1 1 54.55
14 Correctness of handling 7 4 11 10 22.22
15 Functionalities web & app 5 3 8 7 23.08
16 Ease of process 25 10 29 22 40.74
17 Reception & Registration 27 14 21 12 45.83
18 Friendliness 23 10 23 14 47.83
19 Quality of information 17 7 19 13 44.44
20 Information provision web & app 1 0 7 5 37.50
21 Clarity of information 38 19 23 14 45.90
22 Solution oriented 47 45 43 37 8.89
23 Availability of employee 22 15 8 5 33.33
24 Price & costs 8 5 9 3 52.94
25 Speed of processing 87 38 88 58 45.14
26 Professionalism 4 2 8 6 33.33
27 Opening hours & accessibility 6 4 0 0 33.33
28 Ease of use web & app 2 0 13 9 40.0
29 Keeping up to date 4 2 9 5 46.15
30 Integrity & fulfilling responsibilities 14 11 22 7 50.0
31 Payout & return 0 0 1 1 0
32 No subtopic found 36 24 89 28 58.4
33 Quality of customer service 7 3 15 10 40.91
34 Facilities 12 3 16 8 60.71
35 Objection & evidence 2 1 3 2 40.0
36 General experience subtopic 35 28 48 27 33.73
37 E�ciency of process 9 5 15 12 29.17
38 Genuine interest 14 8 14 7 46.43
39 Expertise 23 13 28 20 35.29
40 Helpfulness 25 5 46 39 38.03
41 Personal approach 3 3 15 11 22.22
42 Communication 33 24 11 8 27.27

Sum 1,017 603 1,183 756 38.23

Table 4.5: Rate of annotation errors by the rule-based system for a sample of the test
set. Columns from left to right: Topic (2), Number of False Positives (3), Number of
Verified False Positives (4), Number of False Negatives (5), Number of Verified False
Negatives (6), Percentage of Annotation Errors (7).
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In order have a better understanding of the quality of annotations, we inspected
the misclassified test instances, i.e. feedback statements with labels that belong to the
category of FP (1,017 labels) or FN (756 labels). Table 4.5 shows the number of labels
that were confirmed to be false positives and the ones confirmed to be false negatives
based on human revisions. It is apparent that annotations produced by the rule-based
system are frequently incorrect and that there are several cases where the fine-tuned
BERT model made correct predictions while the rule-based system did not. The rate
of erroneous annotations for the inspected sample is 38.23%, ranging between 0% and
60.71% for the individual topic categories.

Using the output of a rule-based system as training data can result in low-quality
annotations as this approach fails to capture the subtleties of meaning that may vary
depending on the context. Inaccurate annotations negatively impact the training pro-
cess, which causes the models to learn incorrect patterns. Incorporating human revision
in the annotation process could enhance the quality of the training data, thus enabling
the models to learn more reliable and truthful patterns. Hiring a team of trained anno-
tators, defining clear annotation guidelines and calculating inter-annotator agreement
should be the foundation for curating a reliable dataset.

Overlapping Topics

Another prominent issue is the overlap between the content of certain closely re-
lated main topics and subtopics. For example, Expertise and Professionalism or Speed
of processing and E�ciency of process are semantically close, making it di�culties not
only for models but also for human annotators to distinguish them. A practical solution
to this problem could be merging closely related topics. This strategy could reduce the
number of topic labels and simplify the classification task, potentially leading to an in-
crease in model performance. Even though the company and the client confirmed that
they do not intend to merge the current labels, such experiments could be insightful in
future work.

Translation and Text Quality

Errors also stem from the quality of feedback instances, particularly since the orig-
inal Dutch data underwent machine translation. Translating the feedback data via
automated tools can lead to information loss, resulting in sentences that are di�cult
to interpret or classify, even for humans. An example is the instance “Got no solu-
tion, depends on the system” annotated with the subtopic label Solution oriented due
to the occurrence of the keyword “solution”. The translation lacks clarity and might
be misleading the model during training. The dataset also contains a small portion
of instances written in languages other than English, which can be confusing for the
models. Although a colleague at MarketResponse has revised the translations, further
proofreading could provide clearer training examples for the models.

Binary Problem Transformation

The transformation of the multi-label classification problem into a set binary prob-
lems is a straightforward approach but has a key disadvantage. This approach pre-
vents the model from learning label correlations and understanding the common co-
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occurrence of certain classes. For instance, Clarity of information and Quality of infor-
mation, or Friendliness and Helpfulness often appear together, but the model fails to
capture this relationship under the current setup. Revisiting the problem transforma-
tion approach to account for label correlations could improve the prediction accuracy
for complex multi-labeled instances.

Concluding Remarks

A significant limitation of this thesis stems from the nature of the dataset contain-
ing silver annotations provided by MarketResponse. The primary focus of this research
was to explore the generalization capabilities of machine learning and transfer learning
approaches within the context of multi-label topic classification. The data, which was
annotated using a rule-based system, facilitated model training and evaluation to ex-
amine the capabilities of the di↵erent classification methods given the constraints. The
methodology of the thesis aligns with the company’s interest in assessing the perfor-
mance of the trained models using the available annotations.

Although re-annotating the dataset was considered to achieve a higher level of data
quality, it was not possible within the given time constraints and without established
annotation guidelines. The decision to proceed with the existing annotations was made
together with the company to ensure that the project was completed within the defined
timeline. Despite these constraints, this chapter provides insights into the strengths
and weaknesses of the applied machine learning and transfer techniques. It also high-
lights the importance of using high-quality, human-annotated data. Future work could
benefit from incorporating human revision into the annotation process to refine the
performance and reliability of the models.



Chapter 5

Conclusion and Discussion

5.1 Concluding Remarks

This study focuses on the supervised task of multi-label topic classification of client feed-
back within the governance domain, aiming to improve the tools of MarketResponse
for assessing customers’ experience with a major Dutch governmental institution. Our
objective was to compare the performance of state-of-the-art Natural Language Pro-
cessing algorithms on an imbalanced dataset with a broad range of topic classes.

The methodology for this research encompasses a variety of classification approaches,
including traditional machine learning and transfer learning. The dataset provided by
the internship company was first anonymized by masking privacy-sensitive informa-
tion such as names and dates. As for the machine learning approach, we utilized the
Support Vector Machines (SVMs) classifier with TF-IDF feature representation and
employed two text normalization techniques: lowercasing and stop words removal. For
the transfer learning approach, the transformer-based BERT model was chosen, trained
with 5 epochs, a maximum sequence length of 128, and the Adam optimizer with
StepLR scheduler. We implemented both models with one-step and two-step classifica-
tion approaches to identify the most optimal model configuration. These experiments
included hyper-parameter optimization for both models with each experimental setup.
For SVMs, the hyper-parameter tuning involved the parameters C, loss and tol ; for
BERT, it involved experimenting with di↵erent values for batch size and learning rate.

Additionally, due to the high degree of imbalance in the dataset, various data adap-
tation and data balancing techniques were tested to explore their impact on the classi-
fiers’ performance and gain an understanding of the optimal amount of training data per
class. Undersampling did not enhance the classifiers’ overall performance but yielded
better outcomes for some underrepresented classes. Conversely, utilizing an oversam-
pled dataset by combining the original training set with synthetic data generated by
GPT-4 demonstrated a positive e↵ect on both classifiers, underscoring the advantage of
increased training data for small classes. The two-step approach, which separates the
prediction process into main topics and subsequent subtopics, has proven to be bene-
ficial for both SVMs and BERT. Our findings reveal that BERT outperformed SVMs,
achieving a macro-averaged F1-score of 0.66 and a Hamming Loss of 0.027, indicating
its superiority in handling this complex multi-label classification task.
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5.1.1 Research Questions

The previous section outlined the methodology and main research findings. The para-
graphs below aim to provide more detailed answers to the research questions of this
thesis.

Research Question: Which approach yields the best performance for multi-label
topic classification of client feedback in the governance domain?

We have identified that the fine-tuned BERT model trained on the oversampled
dataset with a two-step classification approach and the model configuration maximum
sequence length 128, training epochs 5, batch size 8 and learning rate 2e-5 exhibits su-
perior performance, reaching a macro-averaged F1-score of 0.66 and Hamming Loss of
0.027. These results highlight the e↵ectiveness of the transformer-based BERT model
thanks to its advanced attention mechanism, enabling it to outperform the conventional
SVMs classifier. The SVMs, proving to be less powerful for this task with a macro-
averaged F1-score of 0.57 on the oversampled training set, o↵er an advantage in terms
of training e�ciency. It should be noted that while BERT delivers higher performance
results, the feature-based model requires significantly less time and computational re-
sources to train. Training time is an important factor in an industrial setting, thus
the choice between models may depend on the balance between performance gains and
available computational resources.

Sub-question: How does the performance of classifiers di↵er between a one-step (main
topic labels and subtopic labels combined) and a two-step (first main topic labels, then
subtopic labels are classified) classification approach for multi-label topic classification
of client feedback in the governance domain?

The classes are hierarchically structured in the provided dataset, since each main
topic has one or multiple related subtopics. In this study, we explored both one-step
and two-step classification methods in relation to multi-label topic classification. The
one-step approach implements the model to predict the presence or absence of all 42
topic labels simultaneously for each feedback instance. On the other hand, the two-step
approach refines the process by first predicting the 11 main topic classes and subse-
quently predicting the 31 corresponding subtopics based on the initial predictions. The
latter approach has demonstrated to be advantageous for both classifiers, since it sim-
plifies the classification task by reducing the number of labels the model must consider
in each step. Our results underscore this, showing that the two-step approach improved
the macro-averaged F1-score by 0.01 for SVMs and by 0.04 for the fine-tuned BERT
model. Although the two-step approach increases computational demands and extends
processing time, it has proven to be beneficial for handling the complexities of multi-
label classification.

Sub-question: What is the impact of data adaptation and data distribution balancing
techniques on the performance of classifiers for multi-label topic classification of client
feedback in the governance domain?

Two modified datasets have been created to address this sub-question. The under-
sampled dataset aims to mitigate the influence of overrepresented subtopics by reducing
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their representation to the average across the training set. Conversely, the oversam-
pled dataset increases the number of samples for underrepresented subtopics through
synthetic data generation using GPT-4. The rationale behind the oversampled dataset
is the enhancement of the model’s exposure to these rare classes.

The results on the undersampled dataset demonstrated that the SVMs maintained
their overall macro-averaged F1-score of 0.56, while the balance between macro pre-
cision and recall improved when compared with the original dataset. This suggests
that SVMs can operate e↵ectively even with reduced data quantity if the distribution
across the classes is more balanced. Notably, there was a moderate improvement in
performance metrics for small classes and a slight decrease for large classes. In contrast,
the impact of undersampling on the fine-tuned BERT model was less favorable. The
macro-averaged F1-score decreased by 0.04, and there was a significant increase in the
Hamming Loss from 0.027 to 0.037. This suggests that while undersampling helps bal-
ance the dataset, it may reduce the overall amount of data too much, which negatively
impacts the performance of BERT. The increase in Hamming Loss indicates a rise in
the rate of incorrect label predictions per sample, suggesting that undersampling may
not be the most e↵ective strategy for enhancing performance on less frequent classes.

As for the oversampled dataset, we noticed an increase in both models’ perfor-
mance, particularly with the fine-tuned BERT model. Training the models on an
enriched dataset containing synthetic instances for underrepresented classes led to an
increase in macro-averaged F1-scores. This is especially apparent in the performance
of the fine-tuned BERT model, where there was an increase in the macro-averaged pre-
cision by 0.02, recall by 0.03 and F1-score by 0.01. The SVMs also benefited from the
additional synthetic data, resulting in a 0.01 increase in the macro-averaged F1-score.
This confirms the hypothesis that increasing the training volume for infrequent classes
can contribute to better model sensitivity and overall accuracy.

Overall, both approaches aimed to address class imbalance and the results suggest
that oversampling is particularly beneficial for models with complex architecture like
BERT, reaching a macro-averaged precision of 0.69, recall of 0.66 and F1-score of 0.66.
The findings highlight the importance of choosing the right data balancing strategy
based on the specific characteristics and requirements of the classification model and
task at hand.

5.2 Limitations

This research was subject to several constraints that influenced its scope and out-
comes. One primary limitation was the time constraint, which restricted the depth
of the conducted experiments. Additionally, due to confidentiality agreements with
MarketResponse, the use of third-party computational resources with limited access
to GPUs, such as Google Colab, was prohibited. Consequently, all experiments were
restricted to a local machine, which impacted the speed of model training.

A significant limitation arose from the annotations in the utilized data. The dataset
is the output of a rule-based system using taxonomies without human verification, which
led to many annotation inconsistencies and errors. Relying on a dataset with incorrect
annotations directly impacts the training process and performance of the supervised
models. Due to time constraints, defining clear annotation guidelines and employing
trained annotators for the annotation process was not feasible. Furthermore, the clas-
sification systems developed in this work can only categorize feedback statements using
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a predefined list of 11 main topics and 31 subtopics, which poses a limitation in the
adaptability to incorporate new topics without retraining. An alternative approach
could be the implementation of unsupervised Topic Modeling techniques to address
this issue.

The quality of the text data itself presents challenges. The Dutch dataset was
machine-translated into English, resulting in the loss of certain linguistic characteristics
and spelling errors. This factor could influence the models’ understanding and handling
of the text data. Employing human translators or proofreaders might help in preserving
the integrity and subtleties of the original data. Training models using the original
Dutch data could also yield more accurate classification results by retaining the cultural
and linguistic nuances lost in translation.

Using GPT-4 for synthetic data generation to address class imbalance also intro-
duces some concerns. While leveraging the generative language model is a cost-e�cient
method to increase the amount of training data for underrepresented classes, the envi-
ronmental impact of prompting the model and the model’s inherent biases are issues
that must be acknowledged. The synthetic data created through zero-shot prompting
does not perfectly align with the quality and style of the original dataset. Addition-
ally, the quantity of synthetic data was limited to 1,100 instances – 50 instances per
underrepresented subtopic class –, which is proportionately small in contrast with the
original dataset comprising 19,529 instances. Increasing the amount of synthetic data
with alternative methods could help us achieve the desired balancing e↵ect and lead to
further increase in model performance.

5.3 Future Work

Future research directions could extend the scope of this study in several directions,
given the previously outlined limitations. The primary step could involve defining
detailed annotation guidelines and engaging trained crowd workers or experts in the
annotation process. This would help minimize the annotation inconsistencies observed
in the current dataset and provide a higher-quality resource for model training and
evaluation. Further exploration into other Natural Language Processing tasks, such
as sentiment analysis or keyword extraction, could help the company gain a better
understanding of the customers’ experience with the governmental institution. This
would provide deeper insights into the clients’ sentiment, expectations and concerns.

Additionally, the experiments could be adapted to directly address the Dutch
dataset without translating it, for example by fine-tuning a Dutch pre-trained transformer-
based model, BERTje1 (De Vries et al., 2019), or adapting the project to a multilingual
context using a model like the multilingual BERT2, which was pre-trained on mul-
tilingual datasets. This would allow for the direct application of the Dutch dataset,
preserving the linguistic nuances lost in translation. The scope of the implemented
machine learning and transfer learning approaches could also be expanded. While this
thesis only employed SVMs and a fine-tuned BERT model, future projects could exper-
iment with other algorithms, such as Logistic Regression or Naive Bayes, and explore
di↵erent transformer-based architectures like RoBERTa (Liu et al., 2019). Moreover,
adapting the classification strategy to directly handle the multi-label dataset with adap-
tive classifiers or experimenting with di↵erent problem transformation methods could

1https://huggingface.co/GroNLP/bert-base-dutch-cased
2https://huggingface.co/google-bert/bert-base-multilingual-uncased

https://huggingface.co/GroNLP/bert-base-dutch-cased
https://huggingface.co/google-bert/bert-base-multilingual-uncased
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o↵er insights into their respective e↵ectiveness.
Regarding the one-step classification approach, a modification could be considered

where the models are trained to predict only the subtopics for each instance, and the
main topic predictions are inferred from the subtopic predictions. This could decrease
the number of topic labels from 42 to 31, potentially leading to improved classification
accuracy. Additionally, merging similar subtopic classes or excluding those with less
than 50 instances could simplify the classification task and enhance model performance.

In terms of data manipulation techniques, future research could implement simulta-
neous undersampling and oversampling to create a more balanced training set. Explor-
ing di↵erent data augmentation methods, such as back-translation, lexical substitution
or text element mixing, could further enhance the robustness of the models (Chaud-
hary, 2020). Adjustments to the prediction threshold used by the classifiers could
also be tested to observe if lower or higher values yield performance improvements.
Exploring alternative features for SVMs, such as incorporating pre-trained word em-
beddings or leveraging morphosyntactic features like part-of-speech tags, could provide
more detailed text representation. For the fine-tuned BERT model, expanding the
hyper-parameter tuning to include additional parameters, such as dropout rate, and
increasing the training epochs could further optimize the model’s performance.

Lastly, MarketResponse could link the results of multi-label topic classification and
sentiment analysis with other available CX metrics – such as Key Performance Indica-
tors (KPIs) or Customer Satisfaction Score (CSAT) – to obtain a more holistic view of
the customer’s journey. This integration could help the Dutch governmental institution
better understand and address the needs of its clientele, ultimately leading to improved
service provision and higher level of customer satisfaction.
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A.1 Original Training Set

A.1.1 One-step Approach

Topic Precision Recall F1-score Support
1 Making contact with employee 0.78 0.60 0.68 144
2 Processes 0.77 0.62 0.69 165
3 Digital possibilities 0.78 0.40 0.53 35
4 General experience 0.83 0.58 0.68 165
5 Information provision 0.85 0.69 0.76 313
6 Employee attitude & behavior 0.91 0.81 0.85 617
7 Handling 0.79 0.70 0.74 477
8 No topic found 0.78 0.29 0.43 173
9 Knowledge & skills of employee 0.73 0.54 0.62 284
10 Price & quality 0.71 0.33 0.45 15
11 Physical service provision 0.67 0.53 0.59 142
12 Waiting time 0.80 0.65 0.72 99
13 Speaking to the right person 0.62 0.36 0.46 22
14 Correctness of handling 0.71 0.23 0.34 22
15 Functionalities web & app 1.00 0.41 0.58 17
16 Ease of process 0.73 0.56 0.63 106
17 Reception & Registration 0.79 0.60 0.68 97
18 Friendliness 0.94 0.88 0.91 454
19 Quality of information 0.91 0.46 0.61 67
20 Information provision web & app 0.67 0.33 0.44 12
21 Clarity of information 0.93 0.77 0.84 197
22 Solution oriented 0.67 0.44 0.53 181
23 Availability of employee 0.93 0.45 0.61 31
24 Price & costs 0.71 0.36 0.48 14
25 Speed of processing 0.81 0.72 0.76 467
26 Professionalism 0.73 0.61 0.67 36
27 Opening hours & accessibility 0.00 0.00 0.00 1
28 Ease of use web & app 0.80 0.22 0.35 18
29 Keeping up to date 0.50 0.07 0.12 15
30 Integrity & fulfilling responsibilities 0.80 0.30 0.43 54
31 Payout & return 0.00 0.00 0.00 1
32 No subtopic found 0.78 0.29 0.43 173
33 Quality of customer service 0.71 0.47 0.56 47
34 Facilities 0.52 0.31 0.38 49
35 Objection & evidence 0.00 0.00 0.00 4
36 General experience subtopic 0.83 0.58 0.68 165
37 E�ciency of process 0.95 0.62 0.75 66
38 Genuine interest 0.89 0.67 0.76 81
39 Expertise 0.83 0.51 0.63 75
40 Helpfulness 0.84 0.55 0.67 172
41 Personal approach 0.79 0.48 0.59 23
42 Communication 0.70 0.43 0.53 53

macro avg 0.73 0.46 0.55 5349
weighted avg 0.82 0.62 0.70 5349
hamming loss 0.033 5349

Table A.1: Results overview on the original dataset using one-step classification with
SVMs after hyper-parameter optimization.
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A.1.2 Two-step Approach

Topic Precision Recall F1-score Support
1 Making contact with employee 0.78 0.60 0.68 144
2 Processes 0.77 0.62 0.69 165
3 Digital possibilities 0.78 0.40 0.53 35
4 General experience 0.83 0.58 0.68 165
5 Information provision 0.85 0.69 0.76 313
6 Employee attitude & behavior 0.91 0.81 0.85 617
7 Handling 0.79 0.70 0.74 477
8 No topic found 0.78 0.29 0.43 173
9 Knowledge & skills of employee 0.72 0.54 0.62 284
10 Price & quality 0.71 0.33 0.45 15
11 Physical service provision 0.67 0.53 0.59 142
12 Waiting time 0.76 0.68 0.72 99
13 Speaking to the right person 0.69 0.41 0.51 22
14 Correctness of handling 0.86 0.27 0.41 22
15 Functionalities web & app 0.86 0.35 0.50 17
16 Ease of process 0.69 0.58 0.63 106
17 Reception & Registration 0.73 0.59 0.65 97
18 Friendliness 0.91 0.90 0.90 454
19 Quality of information 0.85 0.61 0.71 67
20 Information provision web & app 0.62 0.42 0.50 12
21 Clarity of information 0.89 0.78 0.83 197
22 Solution oriented 0.67 0.47 0.55 181
23 Availability of employee 0.80 0.39 0.52 31
24 Price & costs 0.71 0.36 0.48 14
25 Speed of processing 0.79 0.72 0.75 467
26 Professionalism 0.70 0.72 0.71 36
27 Opening hours & accessibility 0.00 0.00 0.00 1
28 Ease of use web & app 0.75 0.17 0.27 18
29 Keeping up to date 0.60 0.20 0.30 15
30 Integrity & fulfilling responsibilities 0.75 0.39 0.51 54
31 Payout & return 0.00 0.00 0.00 1
32 No subtopic found 0.78 0.29 0.43 173
33 Quality of customer service 0.78 0.53 0.63 47
34 Facilities 0.53 0.35 0.42 49
35 Objection & evidence 0.00 0.00 0.00 4
36 General experience subtopic 0.83 0.58 0.68 165
37 E�ciency of process 0.83 0.61 0.70 66
38 Genuine interest 0.81 0.69 0.75 81
39 Expertise 0.75 0.57 0.65 75
40 Helpfulness 0.75 0.58 0.66 172
41 Personal approach 0.81 0.57 0.67 23
42 Communication 0.69 0.55 0.61 53

macro avg 0.71 0.49 0.56 5349
weighted avg 0.80 0.64 0.70 5349
hamming loss 0.034 5349

Table A.2: Results overview on the original dataset using two-step classification with
SVMs after hyper-parameter optimization.
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A.2 Undersampled Training Set

A.2.1 Two-step Approach

Topic Precision Recall F1-score Support
1 Making contact with employee 0.69 0.69 0.69 144
2 Processes 0.74 0.69 0.71 165
3 Digital possibilities 0.75 0.51 0.61 35
4 General experience 0.79 0.55 0.65 165
5 Information provision 0.80 0.72 0.76 313
6 Employee attitude & behavior 0.90 0.80 0.85 617
7 Handling 0.84 0.43 0.57 477
8 No topic found 0.55 0.27 0.36 173
9 Knowledge & skills of employee 0.67 0.54 0.60 284
10 Price & quality 0.62 0.33 0.43 15
11 Physical service provision 0.59 0.66 0.62 142
12 Waiting time 0.72 0.77 0.74 99
13 Speaking to the right person 0.53 0.45 0.49 22
14 Correctness of handling 0.73 0.50 0.59 22
15 Functionalities web & app 0.70 0.41 0.52 17
16 Ease of process 0.66 0.65 0.65 106
17 Reception & Registration 0.61 0.71 0.66 97
18 Friendliness 0.94 0.85 0.89 454
19 Quality of information 0.82 0.67 0.74 67
20 Information provision web & app 0.67 0.50 0.57 12
21 Clarity of information 0.85 0.79 0.82 197
22 Solution oriented 0.67 0.44 0.53 181
23 Availability of employee 0.72 0.42 0.53 31
24 Price & costs 0.62 0.36 0.45 14
25 Speed of processing 0.84 0.43 0.57 467
26 Professionalism 0.69 0.75 0.72 36
27 Opening hours & accessibility 0.00 0.00 0.00 1
28 Ease of use web & app 0.83 0.28 0.42 18
29 Keeping up to date 0.50 0.13 0.21 15
30 Integrity & fulfilling responsibilities 0.69 0.44 0.54 54
31 Payout & return 0.00 0.00 0.00 1
32 No subtopic found 0.55 0.27 0.36 173
33 Quality of customer service 0.52 0.66 0.58 47
34 Facilities 0.51 0.45 0.48 49
35 Objection & evidence 0.00 0.00 0.00 4
36 General experience subtopic 0.79 0.55 0.65 165
37 E�ciency of process 0.82 0.64 0.72 66
38 Genuine interest 0.81 0.73 0.77 81
39 Expertise 0.66 0.61 0.63 75
40 Helpfulness 0.73 0.66 0.69 172
41 Personal approach 0.81 0.57 0.67 23
42 Communication 0.56 0.57 0.56 53

macro avg 0.65 0.51 0.56 5349
weighted avg 0.77 0.60 0.67 5349
hamming loss 0.038 5349

Table A.3: Results overview on the undersampled dataset using two-step classification
with SVMs after hyper-parameter optimization.



A.3. OVERSAMPLED TRAINING SET 73

A.3 Oversampled Training Set

A.3.1 Two-step Approach

Topic Precision Recall F1-score Support
1 Making contact with employee 0.77 0.60 0.67 144
2 Processes 0.80 0.61 0.69 165
3 Digital possibilities 0.79 0.43 0.56 35
4 General experience 0.81 0.57 0.67 165
5 Information provision 0.87 0.68 0.76 313
6 Employee attitude & behavior 0.90 0.81 0.85 617
7 Handling 0.80 0.69 0.74 477
8 No topic found 0.82 0.31 0.45 173
9 Knowledge & skills of employee 0.72 0.54 0.62 284
10 Price & quality 0.71 0.33 0.45 15
11 Physical service provision 0.68 0.54 0.60 142
12 Waiting time 0.76 0.66 0.70 99
13 Speaking to the right person 0.71 0.45 0.56 22
14 Correctness of handling 0.78 0.32 0.45 22
15 Functionalities web & app 0.88 0.41 0.56 17
16 Ease of process 0.71 0.57 0.63 106
17 Reception & Registration 0.73 0.61 0.66 97
18 Friendliness 0.90 0.90 0.90 454
19 Quality of information 0.89 0.61 0.73 67
20 Information provision web & app 0.67 0.50 0.57 12
21 Clarity of information 0.90 0.78 0.83 197
22 Solution oriented 0.68 0.47 0.56 181
23 Availability of employee 0.80 0.39 0.52 31
24 Price & costs 0.71 0.36 0.48 14
25 Speed of processing 0.80 0.70 0.75 467
26 Professionalism 0.70 0.72 0.71 36
27 Opening hours & accessibility 0.00 0.00 0.00 1
28 Ease of use web & app 0.60 0.17 0.26 18
29 Keeping up to date 0.60 0.20 0.30 15
30 Integrity & fulfilling responsibilities 0.79 0.35 0.49 54
31 Payout & return 0.00 0.00 0.00 1
32 No subtopic found 0.82 0.31 0.45 173
33 Quality of customer service 0.76 0.53 0.62 47
34 Facilities 0.56 0.37 0.44 49
35 Objection & evidence 0.00 0.00 0.00 4
36 General experience subtopic 0.81 0.57 0.67 165
37 E�ciency of process 0.87 0.59 0.70 66
38 Genuine interest 0.82 0.69 0.75 81
39 Expertise 0.74 0.57 0.65 75
40 Helpfulness 0.75 0.59 0.66 172
41 Personal approach 0.81 0.57 0.67 23
42 Communication 0.69 0.51 0.59 53

macro avg 0.71 0.49 0.57 5349
weighted avg 0.81 0.63 0.70 5349
hamming loss 0.033 5349

Table A.4: Results overview on the oversampled dataset using two-step classification
with SVMs after hyper-parameter optimization.
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B.1 Original Training Set

B.1.1 One-step Approach

Topic Precision Recall F1-score Support
1 Making contact with employee 0.81 0.76 0.78 144
2 Processes 0.76 0.86 0.81 165
3 Digital possibilities 0.69 0.71 0.70 35
4 General experience 0.84 0.62 0.72 165
5 Information provision 0.80 0.83 0.82 313
6 Employee attitude & behavior 0.92 0.91 0.92 617
7 Handling 0.82 0.85 0.84 477
8 No topic found 0.69 0.56 0.62 173
9 Knowledge & skills of employee 0.74 0.77 0.76 284
10 Price & quality 1.00 0.20 0.33 15
11 Physical service provision 0.77 0.63 0.69 142
12 Waiting time 0.84 0.76 0.80 99
13 Speaking to the right person 0.59 0.45 0.51 22
14 Correctness of handling 0.75 0.14 0.23 22
15 Functionalities web & app 0.91 0.59 0.71 17
16 Ease of process 0.71 0.82 0.76 106
17 Reception & Registration 0.75 0.61 0.67 97
18 Friendliness 0.92 0.95 0.94 454
19 Quality of information 0.83 0.64 0.72 67
20 Information provision web & app 0.75 0.50 0.60 12
21 Clarity of information 0.89 0.87 0.88 197
22 Solution oriented 0.73 0.73 0.73 181
23 Availability of employee 0.75 0.48 0.59 31
24 Price & costs 1.00 0.21 0.35 14
25 Speed of processing 0.83 0.85 0.84 467
26 Professionalism 0.97 0.83 0.90 36
27 Opening hours & accessibility 0.00 0.00 0.00 1
28 Ease of use web & app 0.50 0.22 0.31 18
29 Keeping up to date 0.00 0.00 0.00 15
30 Integrity & fulfilling responsibilities 0.79 0.41 0.54 54
31 Payout & return 0.00 0.00 0.00 1
32 No subtopic found 0.69 0.56 0.62 173
33 Quality of customer service 0.80 0.68 0.74 47
34 Facilities 0.76 0.45 0.56 49
35 Objection & evidence 0.00 0.00 0.00 4
36 General experience subtopic 0.84 0.62 0.72 165
37 E�ciency of process 0.88 0.76 0.81 66
38 Genuine interest 0.86 0.78 0.82 81
39 Expertise 0.70 0.60 0.65 75
40 Helpfulness 0.86 0.77 0.82 172
41 Personal approach 0.00 0.00 0.00 23
42 Communication 0.71 0.68 0.69 53

macro avg 0.70 0.56 0.61 5349
weighted avg 0.81 0.77 0.78 5349
hamming loss 0.026 5349

Table B.1: Results overview on the original dataset using one-step classification with
BERT after hyper-parameter optimization.
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B.1.2 Two-step Approach

Topic Precision Recall F1-score Support
1 Making contact with employee 0.73 0.82 0.77 144
2 Processes 0.80 0.80 0.80 165
3 Digital possibilities 0.73 0.77 0.75 35
4 General experience 0.82 0.67 0.74 165
5 Information provision 0.78 0.81 0.79 313
6 Employee attitude & behavior 0.92 0.91 0.91 617
7 Handling 0.84 0.77 0.81 477
8 No topic found 0.67 0.53 0.59 173
9 Knowledge & skills of employee 0.74 0.77 0.76 284
10 Price & quality 0.50 0.20 0.29 15
11 Physical service provision 0.80 0.72 0.76 142
12 Waiting time 0.78 0.90 0.84 99
13 Speaking to the right person 0.58 0.64 0.61 22
14 Correctness of handling 0.56 0.45 0.50 22
15 Functionalities web & app 0.59 0.76 0.67 17
16 Ease of process 0.73 0.76 0.75 106
17 Reception & Registration 0.80 0.76 0.78 97
18 Friendliness 0.94 0.96 0.95 454
19 Quality of information 0.79 0.78 0.78 67
20 Information provision web & app 0.89 0.67 0.76 12
21 Clarity of information 0.81 0.89 0.85 197
22 Solution oriented 0.73 0.80 0.76 181
23 Availability of employee 0.63 0.61 0.62 31
24 Price & costs 0.50 0.21 0.30 14
25 Speed of processing 0.84 0.78 0.81 467
26 Professionalism 0.75 0.83 0.79 36
27 Opening hours & accessibility 0.00 0.00 0.00 1
28 Ease of use web & app 0.50 0.44 0.47 18
29 Keeping up to date 0.44 0.27 0.33 15
30 Integrity & fulfilling responsibilities 0.63 0.59 0.61 54
31 Payout & return 0.00 0.00 0.00 1
32 No subtopic found 0.67 0.53 0.59 173
33 Quality of customer service 0.66 0.66 0.66 47
34 Facilities 0.70 0.65 0.67 49
35 Objection & evidence 0.00 0.00 0.00 4
36 General experience subtopic 0.82 0.67 0.74 165
37 E�ciency of process 0.79 0.76 0.78 66
38 Genuine interest 0.82 0.84 0.83 81
39 Expertise 0.69 0.56 0.62 75
40 Helpfulness 0.85 0.80 0.82 172
41 Personal approach 0.79 0.48 0.59 23
42 Communication 0.64 0.70 0.67 53

macro avg 0.67 0.63 0.65 5349
weighted avg 0.80 0.78 0.79 5349
hamming loss 0.027 5349

Table B.2: Results overview on the original dataset using two-step classification with
BERT after hyper-parameter optimization.
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B.2 Undersampled Training Set

B.2.1 Two-step Approach

Topic Precision Recall F1-score Support
1 Making contact with employee 0.74 0.78 0.76 144
2 Processes 0.69 0.84 0.75 165
3 Digital possibilities 0.60 0.80 0.68 35
4 General experience 0.67 0.72 0.69 165
5 Information provision 0.74 0.82 0.78 313
6 Employee attitude & behavior 0.93 0.85 0.89 617
7 Handling 0.87 0.54 0.67 477
8 No topic found 0.49 0.57 0.53 173
9 Knowledge & skills of employee 0.56 0.77 0.65 284
10 Price & quality 0.38 0.33 0.36 15
11 Physical service provision 0.66 0.67 0.66 142
12 Waiting time 0.76 0.83 0.79 99
13 Speaking to the right person 0.64 0.73 0.68 22
14 Correctness of handling 0.52 0.55 0.53 22
15 Functionalities web & app 0.52 0.76 0.62 17
16 Ease of process 0.62 0.84 0.71 106
17 Reception & Registration 0.64 0.67 0.65 97
18 Friendliness 0.96 0.87 0.91 454
19 Quality of information 0.56 0.85 0.67 67
20 Information provision web & app 0.71 0.83 0.77 12
21 Clarity of information 0.82 0.84 0.83 197
22 Solution oriented 0.56 0.76 0.65 181
23 Availability of employee 0.68 0.55 0.61 31
24 Price & costs 0.38 0.36 0.37 14
25 Speed of processing 0.88 0.54 0.67 467
26 Professionalism 0.77 0.83 0.80 36
27 Opening hours & accessibility 0.00 0.00 0.00 1
28 Ease of use web & app 0.35 0.44 0.39 18
29 Keeping up to date 0.40 0.53 0.46 15
30 Integrity & fulfilling responsibilities 0.63 0.61 0.62 54
31 Payout & return 0.00 0.00 0.00 1
32 No subtopic found 0.49 0.57 0.53 173
33 Quality of customer service 0.49 0.77 0.60 47
34 Facilities 0.67 0.63 0.65 49
35 Objection & evidence 0.00 0.00 0.00 4
36 General experience subtopic 0.67 0.72 0.69 165
37 E�ciency of process 0.74 0.76 0.75 66
38 Genuine interest 0.70 0.90 0.79 81
39 Expertise 0.35 0.75 0.48 75
40 Helpfulness 0.80 0.81 0.80 172
41 Personal approach 0.70 0.30 0.42 23
42 Communication 0.58 0.72 0.64 53

macro avg 0.59 0.64 0.61 5349
weighted avg 0.74 0.73 0.72 5349
hamming loss 0.037 5349

Table B.3: Results overview on the undersampled dataset using two-step classification
with BERT after hyper-parameter optimization.
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B.3 Oversampled Training Set

B.3.1 Two-step Approach

Topic Precision Recall F1-score Support
1 Making contact with employee 0.73 0.88 0.80 144
2 Processes 0.83 0.78 0.81 165
3 Digital possibilities 0.82 0.51 0.63 35
4 General experience 0.77 0.71 0.74 165
5 Information provision 0.79 0.83 0.81 313
6 Employee attitude & behavior 0.93 0.90 0.91 617
7 Handling 0.82 0.81 0.81 477
8 No topic found 0.70 0.49 0.57 173
9 Knowledge & skills of employee 0.78 0.75 0.77 284
10 Price & quality 0.38 0.33 0.36 15
11 Physical service provision 0.74 0.79 0.76 142
12 Waiting time 0.81 0.88 0.84 99
13 Speaking to the right person 0.68 0.95 0.79 22
14 Correctness of handling 0.61 0.50 0.55 22
15 Functionalities web & app 0.64 0.53 0.58 17
16 Ease of process 0.75 0.73 0.74 106
17 Reception & Registration 0.74 0.78 0.76 97
18 Friendliness 0.95 0.95 0.95 454
19 Quality of information 0.74 0.72 0.73 67
20 Information provision web & app 0.83 0.42 0.56 12
21 Clarity of information 0.82 0.88 0.85 197
22 Solution oriented 0.75 0.76 0.75 181
23 Availability of employee 0.51 0.74 0.61 31
24 Price & costs 0.38 0.36 0.37 14
25 Speed of processing 0.81 0.81 0.81 467
26 Professionalism 0.88 0.78 0.82 36
27 Opening hours & accessibility 0.14 1.00 0.25 1
28 Ease of use web & app 0.71 0.28 0.40 18
29 Keeping up to date 0.60 0.40 0.48 15
30 Integrity & fulfilling responsibilities 0.70 0.59 0.64 54
31 Payout & return 0.00 0.00 0.00 1
32 No subtopic found 0.70 0.49 0.57 173
33 Quality of customer service 0.82 0.68 0.74 47
34 Facilities 0.73 0.67 0.70 49
35 Objection & evidence 0.33 0.25 0.29 4
36 General experience subtopic 0.77 0.71 0.74 165
37 E�ciency of process 0.85 0.77 0.81 66
38 Genuine interest 0.83 0.83 0.83 81
39 Expertise 0.67 0.63 0.65 75
40 Helpfulness 0.83 0.73 0.78 172
41 Personal approach 0.73 0.35 0.47 23
42 Communication 0.56 0.79 0.66 53

macro avg 0.69 0.66 0.66 5349
weighted avg 0.80 0.78 0.79 5349
hamming loss 0.027 5349

Table B.4: Results overview on the oversampled dataset using two-step classification
with BERT after hyper-parameter optimization.
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