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Abstract

This thesis project focuses on the cleaning up of Wordnet Bahasa by comparing auto-
matically aligned dictionary data with hand-curated dictionary data, using the multi-
lingual sense intersection (MSI) methodology. MSI involves comparing and intersecting
synsets and sense definitions across multiple languages to identify the most reliable and
consistent meanings. This approach is believed to help filter out incorrect senses and
enhance the overall quality of a wordnet. The utilization of MSI in the process of
cleaning up Wordnet Bahasa, by suggesting which senses to delete and keep, provides
an in-depth insight into an alternative method to improve the quality of a wordnet by
comparing automatically aligned data and hand-curated data. The methodology in-
volves several steps: labeling the internal data from the maintainers of Wordnet Bahasa
to be used for development and evaluation sets, building parallel data using Wiktionary
and OPUS, formulating 5 conditions for the systems, generating classifications for each
dataset under these 5 conditions, classifications of the best condition on the evaluation
set for each dataset and combined dataset, and performing error analysis. A compar-
ative analysis of the system revealed that condition 5 yielded the best results, with
a precision of 0.509 for Wiktionary and 0.463 for OPUS on the evaluation set. The
methodology explained in this thesis could be categorized as an alternative approach to
bridge the gap in related work for cleaning up wordnets in low-resource languages, such
as Indonesian. This research serves as a steppingstone for further research on cleaning
up wordnets using the MSI methodology, especially for low-resource languages.
Keywords: MSI, parallel data, NLP, low-resource languages, Wordnet Bahasa
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Chapter 1

Introduction

Wordnet is a database of lexical information connecting words through semantic re-
lationships such as synonyms, hypernyms, homonyms, and meronyms. The database
organizes synonyms into a group called synsets, each of which is accompanied by a
short definition and examples of usage. WordNet was first created with the idea to
provide a more effective combination of lexicographic information in the traditional
sense and modern computing (Miller, 1995). The purpose was to provide a platform
where users can search dictionaries conceptually, rather than just alphabetically. Miller
et al. (1990) argued that most research of interest for psycho-lexicography mainly dealt
with relatively small samples of the English lexicon, often focusing on nouns by leaving
behind other parts of speech such as verbs, adjectives, or adverbs. This led to cases
where researchers would propose an interesting general hypothesis and then provide
examples for a limited set of words. In short, many researchers do not try to fully
explain how exactly the idea applies to other related concepts or words, leaving it to
the reader to figure out how the idea can be explored further or applied to other areas
(Miller et al., 1990).

Furthermore, the first WordNet was designed to align with psycholinguistic princi-
ple by implementing hypotheses derived from psycholinguistic research findings. At the
time of creation, the WordNet contained around 95,600 different word forms, composed
of 51,500 simple words, and 44,100 collocations (Miller et al., 1990). Since then, the
WordNet has significantly expanded and contains a much larger number of words and
word forms. In its latest version, WordNet 3.0 contains about 155,000 words, organized
in over 117,000 synsets (Pal and Saha, 2015). However, the first WordNet was orga-
nized into some 70,100-word meanings or sets of synonyms by only maintaining the
most robust hypotheses. The WordNet is commonly called Princeton WordNet (PWN)
simply because it was built by a group of psychologists and linguists at Princeton Uni-
versity in 1985. Since then, PWN is widely used as a lexical database for the English
language, particularly in the field of computational linguistics and natural language
processing (NLP) research as well as practical implementations.

Manually built wordnets, such as PWN, can ensure high accuracy and good quality,
but cost a lot of resources and effort. High-quality wordnets require manual checking,
long periods of supervision and revision, as well as experts in the language used to
ensure their quality. That is why many researchers opt to build wordnets using available
lexical resources, either through automatic or semi-automatic methods. Wordnets have
been used for many NLP applications such as document summarization (Pal and Saha,
2014; Bellare et al., 2004), information retrieval (M et al., 2002; Ngo et al., 2018), and
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even to help create lexical resources for other languages (Kwong, 2001; Farreres et al.,
1998).

Many wordnets have been built for high-resource languages, such as English (Miller
et al., 1990), Spanish (Gonzalez-Agirre et al., 2012), Portuguese (de Paiva and Rade-
maker, 2012), Chinese (Wang and Bond, 2013), and others. These languages have a
greater abundance of linguistic resources available, including large text corpora, exten-
sive dictionaries, and well-established language research communities. On the other
hand, many low-resource languages often lack extensive linguistic resources. Conse-
quently, bridging this gap and providing comparable linguistic resources and structured
lexical information between high-resource and low-resource languages becomes crucial.
Wordnets for low-resource languages, such as Indonesian, can significantly contribute
to language documentation, NLP applications, and other linguistic research. Many
researchers try to build lexical resources for low-resource languages such as Vietnamese
(Lam and Kalita, 2022), Indonesian (Gunawan and Saputra, 2011), Italian and Ro-
manian (Bonansinga and Bond, 2016), and Abui (Kratochvil and Morgado da Costa,
2022). A noticeable similarity in their methods is that they built new wordnets semi-
automatically using the existing wordnet and other available lexical resources. This is
something that will be explored further in this research by extending Malaysian and
Indonesian wordnet called Wordnet Bahasa created by Noor et al. (2011).

According to Vossen (2004), PWN provides information on English nouns, verbs,
adjectives, and adverbs, which is structured around the concept of a synset. The synset
is a collection of words that share the same grammatical function and can be substituted
for one another in a particular context. For example, the words {biola; kecapi} in
Indonesian form a synset because both of them can be used to refer to the same concept,
namely a stringed instrument that is played by plucking the strings. However, {biola;
pemain biola; pemain kecapi} represent different concepts, because although they all
relate to the stringed instrument, each refers to different things, such as the instrument
itself or the person playing it. Another example includes the words {mobil; kendaraan
bermotor} which form a synset because both mobil and kendaraan bermotor refer to
the concept of a motorized vehicle. However, {mobil; truk; bus} represents a different
concept, because even though they are all part of motorized vehicles, each of them has
a different function, size, and capacity. Based on the examples, it can be seen clearly
how a word can refer to several different concepts (polysemy) and several words can
refer to the same concept (synonyms) (Vossen, 2004). Furthermore, after identifying
the concept of a synset and its role in organizing information for English nouns, verbs,
adjectives, and adverbs in WordNet, there might still be some challenges that might
potentially arise such as language specificity. Although WordNet is known as a valuable
resource for English, it may not be able to provide the same level of coverage and
structure for languages other than English. In such cases, low-resource languages would
even encounter limited or less structured information due to the lack of coverage. One
of the efforts that can be done is to increase the language coverage for low-resource
languages by expanding and improving the wordnets other than English. Doing this
will probably make the resource more inclusive and valuable.

1.1 Problem definition

Indonesian is also known as a low-resource language, despite having a large number
of native speakers, it means that it has limited linguistic resources compared to other
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high-resource languages such as English, Spanish, and Chinese. This poses a challenge
in developing accurate NLP applications. One of the main linguistic resources for
Indonesian is the Wordnet Bahasa, which is a semantic dictionary of Malay languages
(currently holds both Malaysian and Indonesian dictionaries). Wordnet Bahasa was
not only inspired by but was also being built upon PWN (Miller, 1995) and the Global
WordNet Grid (Fellbaum and Vossen, 2007).

One of the main issues with Wordnet Bahasa is that it was created using a translation-
based approach from English, which has resulted in many incorrect senses. In other
words, the meanings in English were not adequately aligned with Indonesian, leading to
inaccuracies in the resulting Wordnet Bahasa. For instance, there are several examples
where the translated senses do not match the intended meaning in Indonesian. For
example, the word draw in English has multiple meanings, such as drawing a picture,
pulling or dragging something, and drawing in air.

On the other hand, in Indonesian, the concept of drawing a picture can be expressed
by only two senses, they are melukis or menggambar. In addition, while the word draw
is highly polysemous in English, the Indonesian word melukis only has one meaning,
which is to draw a picture and is not polysemous. However, the Indonesian word melukis
has been incorrectly assigned to several senses in Wordnet Bahasa, such as pulling or
dragging something or drawing in air, due to the English polysemy of the word draw.
This can lead to inaccuracies in NLP applications in Indonesian. Therefore, there is
a need to use a methodology that can address this issue by removing incorrect senses
and improving the accuracy of Indonesian wordnet.

1.2 Research question and solution

One of the methods to improve wordnet is using cross-lingual alignment that can be
valuable approach to improve wordnets, particularly for low-resource languages. By
aligning a wordnet with another language that shares linguistic similarities, we can
leverage existing resources to enhance the coverage of the low-resource language. These
linguistic similarities could be in the form of vocabulary, grammar, similar syntactic
patterns, and similar language families. This method involves establishing cross-lingual
links and mappings, which allow for the adaptation and extension of synsets, relations,
and sense definitions. Many researchers have explored cross-lingual alignment methods
to facilitate this process and improve wordnet development (Bonansinga and Bond,
2016; Kratochvil and Morgado da Costa, 2022; Slaughter et al., 2019).

Furthermore, to ensure the accuracy of a wordnet, methodologies such as multilin-
gual sense intersection (MSI) can be used. MSI involves comparing and intersecting
synsets and sense definitions across multiple languages to identify the most reliable
and consistent meanings. This approach is believed to be able to help filtering out
incorrect senses and enhance the overall quality of the wordnet (Bonansinga and Bond,
2016). In addition, it is important to find dictionary-like, parallel data between target
language and other languages to perform MSI. The Coptic Wordnet (Slaughter et al.,
2019) and the Abui Wordnet (Kratochvil and Morgado da Costa, 2022) used parallel
data from various languages to build their wordnets. Kratochvil and Morgado da Costa
(2022) further argued that using data from an expanding set of parallel languages has
demonstrated a gradual enhancement in sense disambiguation capabilities. In addition,
although there is no restriction on the languages being used, it is important to select
languages that have a significant overlap in terms of vocabulary and context with the
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target language.

Moreover, for Indonesian, it is a good step to start cleaning up wordnet by com-
paring automatically aligned dictionary data and hand-curated dictionary data when
using MSI as methodology. The purpose is to contribute to the improvement of auto-
matic alignment techniques. Previous research to build the Coptic Wordnet (Slaughter
et al., 2019) and the Abui Wordnet (Kratochvil and Morgado da Costa, 2022) relied on
hand-curated data to perform MSI, although it has proven to be effective, hand-curated
data often suffers from lower supply. It would, therefore, be beneficial if parallel data
built from the automatically aligned dictionary can also be used, even if this means the
need to apply higher level intersections such as raising the threshold. In addition, auto-
matically aligned dictionaries are available in larger supply, helping in providing more
sense candidates. Researchers could also build parallel data using many language vari-
ations (even the low-resource language such as Indonesian) from automatically aligned
data if needed. The Research Questions for this research was then formulated as the
following by taking into account several ways to improve wordnets such as cross-lingual
alignment and semi-automatic approach explained above as well as the proposed MSI
methodology. We also considered the limited lexical coverage for Indonesian and the
importance of Wordnet Bahasa as a lexical database:

How does automatically aligned dictionary data compare to hand-curated dictionary
data in terms of effectiveness for MSI?

1.3 Outline of the chapters

The discussion of the various stages of the research is outlined as follows: Chapter 2
presents an overview methods in the building and cleaning up wordnet, an overview
of Wordnet Bahasa, and the recent MSI approach for Cross-Lingual Word Sense Dis-
ambiguation (CL-WSD). Chapter 3 delves into the examination of all the data used
in this research and the data analysis. Chapter 4 describes the experimental setup
and the development of the conditions for the system. Chapter 5 offers an in-depth
analysis of the outcomes obtained such as languages intersection results, evaluations
of the system, and error analysis. Finally, Chapter 6 presents the conclusions drawn
from the project and a discussion on the potential of future research.



Chapter 2

Related Work

This chapter offers a comprehensive literature review of past and current approaches to
the construction and improvement of a wordnet, with a specific focus on the utilization
of Cross-Lingual Word Sense Disambiguation (CL-WSD) techniques. Furthermore, the
chapter explores the integration of Multilingual Sense Interaction (MSI) methodology,
emphasizing the importance of parallel data for enhancing the quality and effectiveness
of a wordnet for low-resource languages. In addition, the research on cleaning up
Indonesian wordnet is still scarce, making this work as a foundational stepping stone
for future research.

2.1 Building Wordnet

Under the direction of Miller (1995), PWN is considered a crucial project in NLP over
the years by dealing with the construction of English wordnet. This project has inspired
other researchers to explore the possibility of building wordnet for other languages. The
first attempt was the creation of EuroWordNet (Vossen, 1998) and BalkaNet (Tufis
et al., 2004). EuroWordNet covers European languages like English, Dutch, German,
French, Spanish, Italian, Czech, and Estonian. On the other hand, BalkaNet focuses on
languages from the Balkan area. EuroWordNet connects wordnets of different languages
by linking synsets to an interlingual index (ILI). This index helps to identify similar
synsets across all languages that are connected to it.

In addition, following the initial development of PWN and its successful applica-
tion in computational linguistics and information retrieval (Fellbaum, 1998), numerous
efforts have been made to expand WordNet to other languages. The objective of these
efforts is to enhance the synsets, relations, and sense associations of WordNet. However,
there are some ways that can still be used to improve wordnets for other languages, es-
pecially low-resource ones. One method to improve wordnet for low-resource languages
is through seed development, where a small set of high-quality synsets is initially used
and gradually expanded. This approach allows us to focus on the core concepts relevant
to the target language and build upon this foundation for further expansion. In the
research conducted by Ercan and Haziyev (2019), a supervised learning algorithm was
used to learn synset expansion patterns from existing wordnets, resulting in superior
results compared to the previous approach of a greedy unsupervised expansion algo-
rithm guided by heuristics. They successfully built wordnets for Slovenian, Persian,
German, and Russian from scratch, achieving a wordnet base concept coverage ranging
from 20% to 88% coverage for 51 languages, and expanding existing wordnets by up to
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30% coverage.

Moreover, there are some other effective strategies to build a wordnet aside from
cleaning the existing ones. One of them is through a semi-automatic approach that
combines manual effort with automated techniques. This approach is particularly use-
ful when dealing with resource limitations. It is often implemented in conjunction with
cross-lingual alignment strategies to construct and enhance wordnets. Researchers such
as Agirre and Etxabe (2009) and Gangemi et al. (2003) have explored the use of this ap-
proach. By leveraging machine learning algorithms, statistical models, and NLP tools,
the semi-automatic approach can significantly reduce the manual workload required to
build a wordnet from scratch. This allows for the creation and expansion of wordnets
in a more efficient and scalable manner. In addition, researchers have explored both
automatic and semi-automatic methods for building a multilingual wordnet. However,
limited attention has been given to low-resource languages in this context. Construct-
ing wordnets for such languages presents challenges due to the time-consuming and
expensive nature of the process (Taghizadeh and Faili, 2016). Although it has been
proven that a semi-automatic approach is able to reduce the cost and time needed to
build wordnet, especially for low-resource languages.

In addition, there are two common approaches used to build wordnet: the merge
approach and the expand approach. Many researchers have explored these two meth-
ods (Vossen, 2002; Thoongsup et al., 2009; Zafar, 2012). Vossen (2002) further argued
that a wordnet can be built using the available existing resources and database with
semantic information. The merge method involves creating a monolingual wordnet for
a specific language from scratch. This process includes building a set of synsets for
the language, and establish connections between them through semantic and lexical
relations. The merge method does not rely on any pre-existing wordnet (for English
or any other language) (Radev and Kancheva, 2021). If desired or needed, this mono-
lingual wordnet can be aligned with PWN. One significant limitation of this method is
that it is unable to promptly utilize the parallel translations from other projects that
have utilized the same pivot (Kratochvil and Morgado da Costa, 2022) — see the expand
method, below. Some examples of wordnets built using this approach are the German
Wordnet GermaNet (Hamp and Feldweg, 1997), the Norwegian Wordnet NorNet (Fjeld
and Nygaard, 2009), and the Danish Wordnet DanNet (Pedersen et al., 2009).

In contrast, the expand method for building a new wordnet involves transferring
lexical knowledge from a wordnet (usually PWN) by translating synsets, their glosses,
and semantic relations. This process can be done manually or in a semi-automated
manner. However, when applying the expand method to build a wordnet for a differ-
ent language, there are certain challenges and ongoing discussions regarding how well
the transferred knowledge aligns with the linguistic characteristics and structure of the
target language (Radev and Kancheva, 2021). The expand method can be beneficial
because it can create a more comprehensive representation of the concept in wordnet
(Vossen, 2002). Some wordnet examples that were built using this method include the
IndoWordNet (Sinha et al., 2006), the Thai WordNet (Thoongsup et al., 2009), and
the Open Dutch WordNet (Postma et al., 2016). Based on the previous research, the
erxpand method seems to be more suitable to build multilingual wordnets or wordnets
for low-resource languages. This is because the erpand method allows for the incor-
poration of lexical knowledge from existing resources, providing a more comprehensive
representation of concepts. By doing this, we will be able to have a wordnet that
captures the shared concepts across different languages (without having to align them
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manually). This method is even more useful when we have a high degree of lexical sim-
ilarity or semantic overlap. An example of this would include Malay and Indonesian,
where the language structures and grammars are similar and many of their words are
also interchangeable.

In addition, although the first wordnet was created manually, other wordnets that
followed afterward were mostly built using several automatic and semi-automatic tech-
niques. Some of these methods apply to low-resource languages and it has encouraged
other researchers to build wordnet for languages other than English using the available
resources. Taghizadeh and Faili (2016) emphasized that the ezpand method is more
suitable for low-resource languages because it adopts the available wordnet structure
and identifies the appropriate translation of the relevant words using wordnet synsets
in the target language. Another reason to avoid the merge approach is that it requires
a significant amount of labor and time. This method also demands a comprehensive
understanding of the language and access to numerous resources, thereby posing sig-
nificant challenges for low-resource languages. As a result, ezpand method is deemed
to be the most suitable ones for constructing a wordnet for Indonesian. Then, even
though there are multiple effective strategies to build a wordnet, in this study, the task
was defined as cleaning up the existing Wordnet Bahasa by Noor et al. (2011) using
expand approach. This decision was made due to the availability of existing internal
data, which was defined as Wordnet Bahasa data, and the time available to finish the
task.

2.2 Wordnet Bahasa

Wordnet Bahasa was initially created with the aim of integrating information from
multiple lexical resources. To achieve this, Wordnet Bahasa aligned various lexi-
cal resources, including the French-English-Malay dictionary (FEM), Kamus Melayu-
Inggeris (KAMI), and wordnets for English, French, and Chinese, to serve as sources
of lexical information. The rationale behind this approach was that cross-referencing
lexicons across different languages could enhance the accuracy of Wordnet Bahasa. The
language components of Wordnet Bahasa comprised three categories: Malay (zsm) rep-
resenting standard Malay (the official language of Malaysia), Indonesian (ind) referring
to the official language of Indonesia, and Bahasa (msa) defined as the generic Malay
language encompassing both Indonesian and Malay. According to Noor et al. (2011),
Bahasa serves as the official language in four Southeast Asian countries: Malaysia,
Indonesia, Brunei, and Singapore.

In terms of resources, Noor et al. (2011) utilized two lexicons: FEM, which con-
tained entries in French, English, and Malay, along with hypernym information in
French; and KAMI, which encompassed Malay, English, and Chinese, including se-
mantic classes from the Goi-Taikei ontology (Ikehara et al., 1997). Additionally, four
wordnets were used as supplementary resources, comprising one for English, one for
Chinese, and two for French. The decision to incorporate multiple French wordnets
was prompted by the lack of maintenance for the original French Wordnet, leading
to supplementation with the Wordnet Libéré du Francais (WOLF) (Sagot and Fiser,
2008). To establish correspondence between the Goi-Taikei ontology and wordnet, the
mapping generated by CoreNet (Kang et al., 2010) was used.

The construction of Wordnet Bahasa involved three main steps: (i) automatic gen-
eration of candidate synsets, (ii) evaluation and selection of acceptable groups, and (iii)
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manual correction of the 5,000 most common concepts (core synsets). In the automatic
construction process, Noor et al. (2011) followed the multiple pivot approach proposed
by Bond and Ogura (2008). After matching all the candidates, Noor et al. (2011) iden-
tified those that could be used as is, taking into account an acceptable level of error.
The final step involved manual correction to ensure the reliability of the core synsets.
Noor et al. (2011) hand corrected the 5,000 core synsets used in British National Corpus
(Fellbaum and Vossen, 2007). Following the mapping to WordNet 3.0 (Miller et al.,
1990), the resulting list consisted of 4,960 synsets. According to this research, a total
of 99,061 sense candidates were identified, out of which 15,951 were considered reliable.
The Wordnet Bahasa was created by considering both hand-checked and high-quality
automatic candidates. In the end, it consisted of a total of 19,207 synsets, 48,111 senses,
and 19,460 distinct words. Although the initial development of Wordnet Bahasa was
substantial and useful for sense tagging in Malay and Indonesian, further expansion is
still required to enhance its coverage.

As a lexical database, Wordnet Bahasa is capable of providing a structured vo-
cabulary of words and their meanings in Bahasa (Indonesian and Malay), Malay, and
Indonesian. The existence of Wordnet Bahasa can be a crucial aspect because it pro-
vides a useful resource for NLP applications that requires a well-organised lexicon of
words as well as their meanings both in Malay and Indonesian. The methodology that
we will employ is based on sense acquisition, which involves creating wordnet by finding
senses to existing concepts using the expand approach. Therefore, we will need to iden-
tify shared senses across languages using MSI as the mapping task. MSI can function
as a clustering task to group different word senses based on semantic similarity or as
a mapping task to find correspondence between word senses in various languages. By
using this methodology, we can try to remove the incorrec